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Acronyms and Abbreviations in This Document

A list of acronyms and abbreviations used in this document.
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Acronyms/Abbreviations

Definition

AHBL

AHB-Lite Bus

APB Advanced eXtensible Interface

CAT6 Category 6 Cable

DCS Dynamic Clock Selection

GPIO General Purpose Input/Output

12C Inter-Integrated Circuit

LED Light Emitting Diode

MAC Media Access Control

MDIO Management Data Input/Output

PC Personal Computer

PHY Physical Layer Device

PLL Phase-Locked Loop

RGMII Reduced Gigabit Media Independent Interface
RX Receiver

TSE Triple-Speed Ethernet

TX Transceiver

UART Universal Asynchronous Receiver/Transmitter
usB Universal Serial Bus
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1.

Introduction

= LATTICE

This reference design demonstrates a 1G/100M Ethernet application using Lattice Triple-Speed Ethernet (TSE) IP Core
in RGMII mode to interoperate with an on-board Ethernet PHY. The sample Ethernet packets are generated through
RISC-V MC soft processor and transmitted to an on-board Ethernet PHY via the RGMII interface. The transmitted
Ethernet packets are captured on a Personal Computer (PC) host and analyzed or observed using Wireshark software.
This reference design also supports loopback mode to receive the transmitted Ethernet packets through RGMII RX
interface back to RISC-V MC soft processor for data comparison.

1.1.

Quick Facts

Download the reference design files from the Lattice reference design web page.

Table 1.1. Summary of the Reference Design

Target Devices

MachXO5™-NX (LFMXO5-65T)

General :
Source code format Verilog
Functional simulation —
X . Timing simulation —
Simulation

Testbench

Testbench format

Software Requirements

Software tool and version

e  Lattice Radiant™ software
e Lattice Propel™ software v

version 2025.1
ersion 2025.1

IP version (if applicable)

e  RISC-VMCv2.8.0

e  System Memory v2.4.0

e GPIOVv1.6.2

e UARTV1.3.0

. AHBL Interconnect v1.4.0
e  AHBL-to-APB Bridge v1.2.0
. APB Interconnect v1.3.0

e  APB feedthrough v1.2.0

e PLLv1O9.1

e TSEMACIPv2.1.0

Hardware Requirements

Board

MachX05-65T Development Bo

ard

Cable

e USB cable for programming

e  CAT6 ethernet cable

1.2. Features

Key features of the TSE RGMII reference design include the following:
Interoperates with an on-board Ethernet PHY using RGMII interface

Supports operation speeds of 1 Gbps and 100 Mbps

Generates and compares Ethernet packets using the RISC-V MC soft processor
Configures the on-board Ethernet PHY using the RISC-V MC soft processor through the Management Data
Input/Output (MDIO) interface
AHBL to AXI-Streaming data conversion block to support packets transaction between TSE IP and RISC-V MC

www.latticesemi.com/legal
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1.3. Naming Conventions

1.3.1. Nomenclature

The nomenclature used in this document is based on Verilog HDL.

1.3.2. Signal Names

e _nare active low (asserted when value is logic 0)
e _jareinput signals

e o areoutput signals

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.
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2. Directory Structure and Files

The figure below shows the directory structure of the reference design.

<top directory>

doc
——— misc

; fpga_machxo5 (Top folder for MachXO5-NX reference design)

— precompile_file (Contains a precompiled bitstream for the design)

; propelsdk (Contains Lattice Propel SDK material for the design)

—— radiant

— propelbld_risv_ss (Contains Lattice Propel Builder related materials of the design)

src (Contains source code for the design)

constraints
—ip

— rtl

Figure 2.1. Directory Structure

The table below lists the important files included in the reference design package.

Table 2.1. File List

Attribute Description

fpga_machxo5/propelsdk/riscv_mc_rmgii/.cproject Project file for the Lattice Propel SDK used in this reference design.
fpga_machxo5/radiant/propelbld_riscv_ss/riscv_ss.sbx Project file for the Lattice Propel Builder used in this reference design
fpga_machxo5/radiant/riscv_rgmii.rdf Lattice Radiant project file for this reference design
fpga_machxo5/precompiled_file/tse_rgmii.bit Precompiled bitstream for this reference design

www.latticesemi.com/legal
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3. Functional Description

Figure below shows the block diagram of TSE RGMII reference design. As shown in Figure 3.1, Ethernet packet
generation is managed by RISC-V firmware. The Ethernet packets are transmitted to the Ethernet PHY through the AXI-
Streaming and RGMII interfaces.

In loopback mode, the transmitted Ethernet packets are looped back within the Ethernet PHY and sent to the RISC-V
firmware for data comparison. Register access transactions use the APB and MDIO interfaces.

This reference design supports dynamically configuration of operation in 1 Gbps or 100 Mbps mode through UART.

FPGA

CTTT Usermmput

1 1

M »{ S C T 1

|: :Sl M J i speed = 1Gbps or 100Mbps i

RISC-V VIR LW EameRy UART < | loopback = enabled or disabled |

[M]—s{s] Ml—>{s] : !
Ethernet packet M :El M =E| E

generation is AHBL to APB APB
handled by Bridge Interconnect GPIO
RISC-V firmware |:
<]

AHBL loopback?

R
Interconnect -
AHBL2AXIS AXI-Streaming

v

v 5]

TSE MAC On-board

Ethernet PHY

M »[s]

APB Feedthrough

APB

Legend:

Manager/Subordinate

El Requestor/Completer
|:| Propel Interconnect |:| Ethernet PHY
|:| Propel IP |:| Radiant IP

Figure 3.1. Reference Design Block Diagram
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3.1. Design Components

The following list the components and IPs included in the reference design. For more information about the
components and IPs, refer to the References section for its respective user guides and release notes.

e RISC-V MCCPU IP

e  System Memory Module

e GPIOIP
e UARTIP
e PLL Module

e  AHB-Lite Interconnect Module
e  AHB-Lite to APB Bridge Module
e APB Interconnect Module

e APB Feedthrough Module

e AHB-Lite to AXI-Streaming IP

e TSEMACIP

3.1.1. RISCV MCCPU IP
The RISC-V MC CPU IP is configured with AHB-Lite Bus (AHBL) ports for instruction and data access.

Configure Component from Module riscv_mc Version 2.8.0
Set the following parameters to configure this component.

Diagram cpu0 Coenfigure IP
General Debug Interrupt Buses
Property Value

~ Extension

E Extension for Embedded Device

cpu0
C Extension for Compressed Instructions ]
M Extension for Integer Mult and Div ]
[HrQ_s0
- ~ Reset
[HRQ_S1 AHBL_MO_INSTRHH~ Reset Vector: 32'h 00000000
~ Cache

HHirRQ.S2  AHBL M1_DATAHH—
HHIrRQ_S3  TIMER IRQ_MOHH—

clk_i system_resetn_of—

Cache Enable

rst_n_i

riscv._mc

User Guide Mo DRC issues are found.

Figure 3.2. RISC-V MC CPU IP

The RISC-V software performs several functions in this reference design:

e Configures the Ethernet PHY registers using the MDIO interface

e Generates and compares Ethernet packets

e Dynamically configures the reference design for 1 Gbps or 100 Mbps mode, and for loopback or non-loopback
mode, by reading user input from UART

Note: The source code for the RISC-V software is located at <top>/propelsdk/riscv_mc_rgmii/src. Refer to main.c for
details on the RISC-V software flow.

www.latticesemi.com/legal
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3.1.2. System Memory Module

The System Memory Module is configured with dual AHBL ports. One port provides instruction memory access and
connects directly to the RISC-V MC CPU IP; the other provides data memory access.

Configure Component from Module system_memory Version 2.4.0
Set the following parameters to configure this component.

Diagram sysmem0 Configure IP
General Port 50 Settings Port 51 Settings
O Property Value
' Y Interface AHBL
Memory Address Depth [1 - 65536] 8192
— AH B L SO Data Bus Width(bits) 2
- Memory Type EBR

Port Count 2
— AH BL_S1 ECC Enable
Enable Arbiter

— ahbl_hclk_i O e

Enable Data Strearner

—lahbl_hresetn _i

\. J et
Initialize Memory =
Syste I I I m e I I IO ry Initialization File Format hex
- Initialization File ./../propelsdi/riscy_mc_rgmii/Debug/riscv_mc_rgmii.mem
L b

Mo DRC issues are found.

Figure 3.3. System Memory Module

3.1.3. GPIO IP

The GPIO IP is configured to drive the LED on the evaluation board. It is also used to control the speed mode of the
reference design.

Configure Component from IP gpio Version 1.6.2
Set the following parameters to configure this component.

Diagram gpiol Configure [P
*| Property Value
~ General
Mumber of I/0 Lines [1-32] 8
Remove Tri-State Buffer [v]

Initial Output Value (hex) [0 - FFFFFFFF] | O

gpio0

PB_SO
%’? - INT@ Interface APB

gpio_en_o[/:0]

10 Direction (hex) [0 - FFFFFFFF] FO

io_i[7:0]
e gpio_o[7:0]
resetn_i

gpio

Mo DRC issues are found.

Figure 3.4. GPIO IP
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3.1.4. UARTIP

The UART IP is configured with a baud rate of 115200. The input clock is derived from the APB system clock frequency.

Configure Component from IP uart Version 1.3.0
Set the following parameters to configure this component.

Diagram uartl Configure [P

Property Value

~ General

System Clock Frequency (MHz) [2-200] 50
Serial Data Width
Stop Bits 1
Parity Enable

o

uartO

PB_SO
ki INT_M —

rstni txd o Baud Rate Type Standard
UART Standard Baud Rate 115200

rxd i
~ UART Feature Enables
uart FIFO Enable

Rx Ready Enable
T Ready Enable

Ll »

User Guide Mo DRC issues are found.

Figure 3.5. UART IP

3.1.5. APB Feedthrough IP
The APB feedthrough IP is connected to the TSEMAC IP’s APB interface.

Configure Comp: from IP apb_fi ugh Version 1.2.0

Set the following parameters to configure this component.

Diagram tsemac_apb0 Configure IP
5 General
Property Value
Address Width(bits) 1
Data Bus Width(bits) 32
Enable PSLVERR signal
Export Interface as Completer

Memory Map Width(bits) | 14
tsemac_apb0

—{PBSO APBM}—

apb_feedthrough

1 r

Document Mo DRC issues are found.

Figure 3.6. APB feedthrough IP

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.
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3.1.6. AHB-Lite to AXI-Streaming IP

This IP acts as a bridge to enable communication between the RISC-V CPU IP and the TSEMAC IP. It converts AHB-Lite
data to AXI-S format and vice versa. This is a custom IP developed specifically for this reference design.

Configure Component from IP ahbl2axids_bridge Version 1.0.0
Set the following parameters to configure this component.

Diagram ahbl2axidsD Configure [P
8 General
Property Value
ahbl2axi4s0 ° S
AHB-Lite Address Width [11 - 32] 32
_EAH BL.S AHB-Lite Data Width 2
FIFO Depth 1024
_EAXMS—RX - AXI4-Streaming
—h_clk_i AX14-Streaming Controller Interfface | [
. AX14-Streaming Target Interface ]
—h_rst_n_i AXI45_TXHH = :
AXI4-Streaming Data Width 8
—rx_clk_i IRCE o AX14-Streaming TUSER Enable
—{rx_rst_n_i
AXI4-Streaming TID Width [1- 4] 1
—{tx_clk_i AXI4-Streaming TDEST Width [1-4] |1
—tx_rst_n_i ~ Clock
AX14-Streaming Controller Clock ]
ahbl2axids bndge AX14-Streaming Target Clock ]
- ~ Implementation
- Transfer Counter Width [1- 32] 12
4 »

= LATTICE

Figure 3.7. AHB-Lite to AXI-Streaming IP

3.1.7. PLLIP

The PLL module is configured to generate the following:

MDIO clock

RGMII TX clock for 1 Gbps mode
RGMII TX clock for 100 Mbps mode
RISC-V system clock

Configure Component from Module pll Version 1.9.1
Set the following parameters to configure this component.

Diagram pll_tse Configure IP
General
pll_tse Propery
{ A ~ General
Configuration Mode
clkop_of—
Enable Fractional-N Divider
clkos2_o|—

Enable Spread Spectrum Clock Generation

] {:”(i_i c|k054_o_ Enable User Feedback Clock

Enable Internal Path Switching

—|rstn_i clkos5_ol—
~ Reference Clock

CLKL: Frequency (MHz) [18 - 800]
clkos_ol—
lock_ol—
Enable Reference Clock Monitor
\ J = Feedback
p| | CLKFE: Feedback Mode
-
4 |3

Mo DRC issues are found.

Figure 3.8. PLLIP

Optional Ports

Value

Frequency

125

INTCLKOP

v

Calculate
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3.1.8. TSE MACIP

The TSE IP is configured in RGMII mode. The RGMII TX and RX delays are not enabled in the TSE IP. The delays are
applied on the Ethernet PHY.

Configure Component from IP tse_mac Version 2.0.0

Set the followil to confi this comp
Diagram tsemac_ip Configure IP
tsemac_ip *| Property Value
Select IP Option MAC only
=(fre 0
(s so
_m,m,o Select MAC Operating Option | RGMII
b Host Interface APB
B g fomiLc_spesd. ol Include MIIM Module
—crsi i
tig " Statistics Counter Registers
Jos RGMiTiming Consideration
—fresetni Enable FPGA delay for TX
—rgmii_oe_clici
oLl Enable FEGA delay for RX
—frgmii_ne_ctl i
e rgmil_red_i[3:0] rx_stat_vector_o[31
—{rgmii_oeclk i
—{_fifocr i
—ib_sndpausreq_i
b snidpaustim_i[15:0]
tse_mac
1 3
User Guide Mo DRC issues are found.
Figure 3.9. TSE MAC IP

2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
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3.2. Clocking Scheme

3.2.1. Clocking Overview

Figure below shows the clocking overview of the TSE RGMII reference design. The reference design receives an on-
board 125 MHz source clock, which is supplied to the PLL as a reference clock. The PLL then uses this reference clock to
generate various clocks for the reference design.

When configured to operate in 1 Gbps mode, the reference design uses RISC-V firmware to controls the Dynamic Clock
Selection (DCS) primitive to use 125 MHz as rgmii_tx_clk. Similarly, in 100 Mbps mode, the RISC-V firmware uses 25
MHz as rgmii_tx_clk through the DCS primitive.

UART
AHBL2AXIS AHBL AHBL to APB APB !
Interconnect Bridge Interconnect

GPIO :
H I
1 1 1
1 1 1
i P
1 1 1

rgmii_rx_clk | RISC-V System . i
125 MHz or 25 MHz ! Memory P
i P

! AHBL Clock ! | APBClock .

user control thru RISC-V firmware T

system_clock

rgmii_tx_clk 125 MHz 50 MHz
4]
[=]
25 MHz pll_refclk
from on-
N mdc board 125
10 MHz MHz clock

source

Figure 3.10. Reference Design Clock Domain Block Diagram
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3.3. Reset Scheme

3.3.1. Reset Overview

Figure below shows the reset domain overview of the reference design. As shown in Figure 3.11, the main Reset
Controller block generates the reset signals for the RISC-V components and the TSEMAC IP.

IPs
RISC-V — system_resetn_o —¥» Interconnects
PLL
| riscv_rstn_sync
lock_o
' — —» — riscv_rstn —! reset_synchronizer
rstn_i D—P
Reset
connected to Controller
pushbutton SW2 125 MHz E — tse_rstn — TSE_MAC
AHBL2AXIS
risv_rstn_sync —p
Legend: } axis_tx_rstn —————P»
RISC-V
|:| Propel Interconnect |:| Radiant IP firmware
. axis_rx_rstn ———p»|
|:| Propel IP riscv_rstn_sync ——ppi

Figure 3.11. Reference Design Reset Domain Block Diagram
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4. Signal Description

The input and output interface signals for the reference design are listed in Table 4.1.

Table 4.1. Primary 1/O for reference design

= LATTICE

Port Name 1/0 Clock Domain | Description
clk_125_i In — Reference clock for the PLL. The clock frequency is 125 MHz.
rst_n.i n async Active-low asynchronous system reset. This signal is connected to pushbutton
SW2.
uart_rxd_i In — UART interface RX pin to on-board FTDI chip.
uart_txd_o Out - UART interface TX pin to on-board FTDI chip
rgmii_rxc In _ RGMII RX clock from the Ethernet PHY. Frequency is 125 MHz for 1 Gbps mode
and 25 MHz for 100 Mbps mode.
rgmii_rxctl In rgmii_rxc RGMII RX control signal from Ethernet PHY.
rgmii_rxd[3:0] In rgmii_rxc RGMII RX data from Ethernet PHY.
rgmii_txc out _ RGMII TX clock output to Ethernet PHY. Frequency is 125 MHz for 1 Gbps mode
and 25 MHz for 100 Mbps mode.
rgmii_txctl Out rgmii_txc RGMII TX control output signal to Ethernet PHY.
rgmii_txd[3:0] Out rgmii_txc RGMII TX output data to Ethernet PHY.
rgmii_mdc Out - MDIO output clock to Ethernet PHY. Clock frequency is 10 MHz
rgmii_mdio Inout rgmii_mdc MDIO data. Used to configure Ethernet PHY.
o_phy_resetn Out - Active-low reset signal for Ethernet PHY. This signal is tied to HIGH.
LEDs indicator status for TSE RGMII reference design.
LED Status Indicator
0 PLL lock
1 System output of reset
2 Operating Speed [0
led(7:0] out - 3 OEeratinz Szeed {11
4 Tx link activity
5 Rx link activity
6 Packet Generation Done
7 Compare Packet Fail
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5. Running Reference Design

This section describes how to run the TSE RGMII reference design using Lattice Radiant software. For more information,
refer to the Lattice Radiant Software User Guide.

5.1. Compiling Reference Design and Generate Bitstream File

This section describes the procedure of compiling the reference design and generating the FPGA bitstream file using
Lattice Radiant Software.

Note: A precompiled bitstream is provided in the <dir>/fpga_machxo5/precompiled_file folder. This section may be
skipped to directly run the reference design on the board.

1. Open Lattice Radiant software, as shown in Figure 5.1.

Lattice Radiant Saftware - Start Page: - o x

File Edit View Project Tools Window Help
4~ = F ™ ceeD s 7 B 108 ol -EY |

) Start Page

LATTICE
RADIANT
Welcome Back
Project
Recent Project List
New Project Open Project ‘Open Example:

Information Genter

Getting Started Tutorials User Guides Support Center

Figure 5.1. Lattice Radiant Software

2. Click File > Open Project, and open the Radiant project file (.rdf) from the <dir>/foga_machxo5/radiant folder, as
shown in Figure 5.2.

Open Project X
<« “ 4|« j10x05 riscv_rmgii > fpga_machxo3 > radiant v & | Search radiant -l
Organise v New folder =~ ™ @

| Documents A Name - Date modified

latticemicosystem propelbld_riscv_ss

Meetings reveal

Microsoft Copilot Chat Files src

Microsoft Teams Chat Files | riscv_rgmii.rcf
=] Pictures
rd_regtest
Recordings
Shared
timing_related
Whiteboards
I3 This PC
J 3D Objects

[ Desktop

%] Documents

File name: | riscy_rgmit.rdf | [Project Files (i ~

Figure 5.2. Open Project File

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
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3. Click Export Files. Radiant will begin compiling the reference design from the synthesis stage and generate the
bitstream file. View the log messages in the Export Reports folder to verify the generated bitstream..

Reports

Project Summary

» Synthesis Reports
» Map Reports
» Place & Route Reports

+ [ Export Reports

» Misc Reports

Bitstream

| WAKE UP |

ENABLZ_DONE_S¥NC*

| ‘BOOTMODE

DUAL*

| CONFIGIO_VOLTAGE_BANKL

NOT_SPECIFIED*

| FLASH_CLK_FREQ

3.5+

| FLASH PAZAMELZ TIMZR CYCLES

£00000%

| CONFIGIO_VOLTAGE_BANKZ

NOT_SPECIFIED*

| PRIMARY BOOT | DocE o+ |
| SECONDARY BOOT | wowEs |
I CONFIGURATION | cres |
| CUR_DESIGN_BOOT_LOCATION | macE 0+ |

* Default setting.

*+ The specified setting matches the default setting.

Creating bit map...

Bitstream Status: Preliminary Version 1.5

Contents

Saving bit stream in "C:/dava/bug/008_masterplan projects/2025/RD_j10_rgmii_riscv/3j10_soS_riscv_rmgii/fpga_machxoS/radians/impl_l/riscv_rgmii_impl 1 bis"

WARNING <1003351> - Bitstream is too huge to place in CFG0. Please change CONFIGURATION as CFG_EBRUFM/CFGURM.

Bitstream generation complete!
Note: Found debugger imserted in the design
Total CPU Time: 27 sees

Total REAL Time: 28 secs
Peak Memory Usage: 1050 MB

Figure 5.3. Generated Bitstream Log

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
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6. Implementing Reference Design on Board

This section describes how to program and run the TSE RGMII reference design on the hardware board.

6.1. Requirements

The following lists the requirements for implementing the reference design on the board:
e Hardware

e  MachX05-65T Evaluation Board

e  USB cable for programming

e 12V Power supply

e CAT6 Ethernet cable
e Software

e Lattice Radiant software version 2025.1

e Lattice Propel software version 2025.1

e  Wireshark version 4.20 — Wireshark software download web page.

6.2. Hardware Testing on MachX05-65T Development Board

Figure 6.1 shows the hardware setup for the TSE RGMII reference design. The MachX05-65T Development Board
includes an on-board Ethernet PHY (Texas Instruments, DP83867ERGZT). Therefore, no additional external Ethernet
PHY is required for this hardware test.

Note: The on-board Ethernet PHY is configured to boot in RGMII mode on Revision B board. For older board revision,
remove resistor R124 to force the Ethernet PHY to boot in RGMII mode.

Ethernet cable
connect to PC

host for

Wireshark 12V Power
Source
Power Input

USB cable i

connectto PC Switch (SW8)

host for

programming

Reset Pushbutton (SW2)

Status LEDs:

D6: PLL Lock

D7: Release Reset

D8-D9: Operating Speed
D10: Tx link activity
D11:Rxlink activity
D27:PatGen Done

D13: Compare Packet Fail

Figure 6.1. Hardware Test Setup
A UART terminal is required for this hardware test. This reference design uses Bus channel B of the on-board FTDI to

operate as UART communication. By default, bus channel B is configured for 12C. Therefore, use a jumper to short pins
2 and 3 on both the J51 and J52 headers to enable UART communication. See Figure 6.2 for reference.

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
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Short pin 2
and 3 of
headerJ51
and J52

Figure 6.2. Enable UART on MachX05-65T board

The table below explains the purpose and usage of LEDs and switches on board used in hardware testing.

Table 6.1. LEDs and Switches on Board

Label Type Purpose/Description

SW2 Push button | System reset. Press to reset entire design.

SW8 Switch Input Power Source Selection switch.

D6 LED Indicates PLL lock status. LED is ON when PLL is locked.

D7 LED Indicates reset status. LED is ON when the design is out of reset.

D8 LED Indicates operating speed.
e 1Gbpsmode :Both D9 and D8 LEDs are ON.

D9 LED e 100 Mbps mode : D9 is ON; D8 is OFF.

D10 LED Blinks when packets are transmitting.

D11 LED Blinks when receiving packets.

D27 LED Indicates whether all sample Ethernet packets are generated. LED is ON when all packets are
generated.

D13 LED Indicates packet mismatch when comparing receiving packet during loopback mode. LED is ON if

any packet mismatch occurs.

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
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6.2.1. Capture Ethernet packet using Wireshark

To run this hardware test, set up the hardware as shown in Figure 6.1. Hardware Test Setup, then follow the steps
below:

1. Power up the board and program the provided bitstream in the precompiled_file directory
(<top>/fpga_machxo5/precompiled_file/tse_rgmii.bit).

2. Open Wireshark software, then apply filter ip.src==160.0.18.52 to display only the sample Ethernet packets
generated by RISC-V. Click the Click the | Start Capturing Packets icon.

Fs|
I ® RE Re=2=2F 4 5 = e H
(W [ip.src == 160.0.18.52
|N0. Time Source Protocol Length  Info

Figure 6.3. Wireshark Packet Capture Setup

3. Open serial terminal in Propel SDK and configure it as shown in the figure below. Use Device Manager to identify
the COM port. Other serial terminals may also be used.
Note: Ensure UART is enabled on the board. Short pins 2 and 3 of the J51 and J52 headers .

i3 Launch Terminal a X 2|4 x bl 4

Choose terminal: | Serial Terminal v
Settings
Serial port: | COM6 v

Baud rate: | 115200 v

Datasize: |8 v
Parity: None e
Stop bits: |1 v

Encoding: | Default (ISO-8859-1) v

@ 2 Cancel

Figure 6.4. Serial Terminal Configuration in Propel SDK

4. Press and release Pushbutton SW2. This will restart the reference design.

5. At the serial terminal, the message Welcome to Tri-Speed Ethernet RGMII Reference Design should appears, as
shown in the figure below.

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

FPGA-RD-02328-1.0 22


http://www.latticesemi.com/legal

Tri-Speed Ethernet RGMII
Reference Design

= LATTICE

6.

7.
8.

B Console |14 Registers @Terminal ps |.'_ Problems | {3 Executables EDebuggerConsole a Memaory

Welcome to
Tri-Speed-Ethernet RGMII Reference Design

This design demostrates the following capabilities:
- Send/Receive ethernet packets with RISC-V soft processor
- Support 1Gbps and 1@@Mbps mode
- Configure external Ethernet PHY thru MDIO interface

Waiting for design to be ready to operate
--» ready - OK

Use the following eptions to configure the design. Type done to exit cenfiguration

“ Search

Eg 1:
Eg 2:
Eg 3:

Type speed=1 to enable 1G mode
Type loopback=1 to enable loopback mode
Type done to exit

Options:
- speed=<1/@>
- loopback=<1/@>

: 1 for 1G mode, @ for 188M mode. Default = 1.
: 1 to enable loopback, @ to disable loopback. Default = @ .

User Input: I

Figure 6.5. Serial Terminal Welcome Message

User Input: done
response = Exiting Configuration

Figure 6.6. Serial Terminal User Configuration Prompt

£ *Ethernet
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
mde RERe=F IS |(=E|aqQaH

Follow the instructions in the serial terminal. By default, 1 Gbps mode is enabled, and loopback is disabled. To
capture Ethernet packets on the PC host using Wireshark, loopback mode must remain disabled. For 1 Gbps mode,
no configuration is needed. Type done to exit user configuration.

The RISC-V software configures the Ethernet PHY and generate ten sample Ethernet packets.

Return to Wireshark application. Ten Ethernet packets captured, as shown in the figure below.

[Aipsrc==160.0.12.52

86 cc c@ 9@ dB d3 @5 94 12 34 @6 0D @0 80 60 01
@2 83 84 85 96 @7 88 @9 @a @b 6c od ee of 10 11 S e
12 13 14 15 16 17 18 19 1a 1b 1c 1d 1le 1If 28 21

Internet Protocol Version 4, Src:
User Datagram Protocol, Src Port:
Data (1428 bytes)

82 B3 84 85 B6 87 88 89 8a 8b 3c &d 8e &F 98 91
92 93 94 95 96 97 98 99 9a 9b 9c 9d 9e of a@ al

a2 a3 a4 a5 a6 a7 a8 89 aa ab ac ad ae af be bl
b 2 kA hE ke k7 k2 ha ha hh he hd ha hF Fa A1 e e

Figure 6.7. Captured Ethernet Packets in Wireshark

22 23 24 25 26 27 28 29 2a 2b 2c 2d 2e 2 38 31 THFER" () *+,-./81
32 33 34 35 36 37 38 39 3a 3b 3c 3d 3e 3T 48 41 23456789 :;<=>3A
42 43 44 45 46 47 48 49 4a 4b 4c 4d 4e 4f 58 51 BCDEFGHI JKLMNOPQ
52 53 54 55 56 57 58 59 5a 5b 5c 5d Se 5T 6@ 61 RSTUVWXY Z[\]"_"a
62 63 64 65 66 67 63 69 6a 6b 6c 6d 6e 6 78 71  becdefghi jklmnopg
727374 75 76 77 78 79 7a 7b 7c 7d 7e 7f 80 81 rstuvwxy z{ |}~

No. Time Source Protocol Length Info
22 45.353467 166.8.18.52 i 1462 49152 -+ 53464 Len=1428
23 45.394324 166.0.18.52 1462 49152 » 53464 Len=1420
24 45.436015 166.8.18.52 1462 49152 » 53464 Len=1428
25 45.476222 166.8.18.52 1462 49152 » 53464 Len=1420
26 45.518893 166.6.18.52 1462 49152 » 53464 Len=1420
27 45.558603 168.8.18.52 1462 49152 + 53464 Len=1428
Ao ac cances 1ca a 1o ca 1nn AACA ARIEA . £3IACA 1 am_iann
<
Frame 22: 1462 bytes on wire (116 @888 0@ d8 bd @@ 56 78 [N:CNNIE @@ 12 34 @8 @8 45 as \hﬂ “4--E-
Ethernet 1T, Src: LatticeSemic @ | 2210 @5 a8 @8 cc @0 @0 @b 11 00 80 aB @0 12 34 72 Ba =~ -- ~ - - 4r-
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At the serial terminal, the message Flow — End appears, as shown in the figure below. Note that the data
comparison test is skipped because loopback is disabled.

&) Console | 11! Registers | &7 Terminal 1#] Problems| (3 Executables| G} Debugger Console

2 come
--» Transmit/Receive Ethernet Packet [@3] - OK

Flow - Transmit/Receive Ethernet Packet [84]
[loop_e4] TEST - Data comparison is SKIPPED since
--» Transmit/Receive Ethernet Packet [@4] - OK

Flow - Transmit/Receive Ethernet Packet [85]
[loop_@5] TEST - Data comparison is SKIPPED since
--» Transmit/Receive Ethernet Packet [@5] - OK

Flow - Transmit/Receive Ethernet Packet [86]
[loop_@6] TEST - Data comparison is SKIPPED since
--» Transmit/Receive Ethernet Packet [@6] - OK

Flow - Transmit/Receive Ethernet Packet [87]
[loop_@7] TEST - Data comparison is SKIPPED since
--» Transmit/Receive Ethernet Packet [@87] - OK

Flow - Transmit/Receive Ethernet Packet [@8]
[loop_ @8] TEST - Data comparison is SKIPPED since
--» Transmit/Receive Ethernet Packet [@8] - OK

Flow - Transmit/Receive Ethernet Packet [@9]

[loop_@3] TEST - Data comparison is SKIPPED since
--» Transmit/Receive Ethernet Packet [@9] - OK

Flow - Set Done LED to ON

loopback

loopback

loopback

loopback

loopback

loopback

is

is

is

is

is

is

not

not

not

not

not

not

enabled

enabled

enabled

enabled

enabled

enabled

Figure 6.8. Serial Terminal Flow Completion Message

10. On the board, the Done LED (D27) lights up.
11. To test 100 Mbps mode, repeat from step 4. At step 6, type speed=0 to enable 100 Mbps mode, then follow the

remaining steps as usual.

6.2.2. Loopback Test

To run the hardware loopback test, set up the hardware as shown in Figure 6.1. The Texas Instruments (Tl) Ethernet
PHY is configured to operate in digital loopback mode. Therefore, no modification to the hardware setup is required.

To begin the test, follow the steps below:

1.

Power up the board and program the provided bitstream located in the precompiled_file directory
(<top>/foga_machxo5/precompiled_file/tse_rgmii.bit).
Open the serial terminal in Propel SDK and configure it as shown in the figure below. Use Device Manager to
identify the COM port. Other serial terminals may also be used.
Note: Ensure UART is enabled on the board. Short pins 2 and 3 of the J51 and J52 headers.
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v
Ry 1
> % Launch Terminal a X =)0 x bl 4
Choose terminal: | Serial Terminal v
Settings
Serial port: | COM6 v
Baud rate: | 115200 v
Datasize: |8 v
Parity: None R
Stop bits: |1 v
Encoding: | Default (ISO-8859-1) v
@ 2 Cancel

Figure 6.9. Loopback Test - Serial Terminal Configuration in Propel SDK

3. Press and release Pushbutton SW2. This will restart the reference design .

4. At the serial terminal, the message Welcome to Tri-Speed Ethernet RGMII Reference Design appears, as shown in

the figure below.

& Console | 113} Registers
& COME x

HHEHHEHEHEHEEEHEH

.;\;ﬂ Terminal |.'_ Problems O Executables EDebugger Console D Memeory | 4 Search

Welcome to

Tri-Speed-Ethernet RGMII Reference Design

This design demostrates the following capabilities:

- Send/Receive ethernet packets with RISC-V soft processor
- Support 1Gbps and 1@@Mbps mode

- Configure external Ethernet PHY thru MDIO interface

Waiting for design to be ready to operate

--» ready - OK

Use the following options to configure the design. Type done to exit configuration
Eg 1: Type speed=1 to enable 16 mode
Eg 2: Type loopback=1 to enable loopback mode

Eg 3: Type done to
Options:

- speed=<1/@>

- loopback=<1/8>

User Input: I

exit

: 1 for 1G mode, ® for 188M mode. Default = 1.
: 1 to enable loopback, @ to disable loopback. Default = @ .

Figure 6.10. Loopback Test - Serial Terminal Welcome Message

5. Follow the instructions in the serial terminal. By default, 1 Gbps mode is enabled, and loopback is disabled. Type

loopback=1 to enable for loopback mode. Type done to exit user configuration. This test uses 1 Gbps mode.

User Input: loopback=1

response = enable locopback

User Input: done

response = Exiting Configuration

Figure 6.11. Loopback Test - Serial Terminal User Configuration Prompt
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6. The RISC-V software configures the Ethernet PHY and generate ten sample Ethernet packets. In loopback mode, the
transmitted packets are received for comparison testing.

7. When the flow completes, the message Flow — End appears in the serial terminal, as shown in the figure below. All
ten of the Ethernet packets received should match.

B Console | 1} Registers

& CoME x

[loop_@8][word_83]
[loop_@8][word_e4] =
[loop_@8][word_85]
[loop_@8][word_86]
[loop_@8] [word_a7]
[loop_@8][word_88] =
[loop_@8][word_89] =

A Terminal X

Bxaadsepas
Bxccevadas
@x1lebeaes

Vs
Vs
Vs

1#! Problems| {2 Executables | G} Debugger Console| [J Memory| 4" Search

Bxaadsesas
Bxcceaates
exllebesea

BxBar23412
@xeacBccst
Bx9485d5de

[loop_@8] TEST --> compare_data
--» Transmit/Receive Ethernet Packet [88] - OK

Vs
Vs
Vs
Vs

BxBea

BxBa723412
BxB8cBcch
Bx9485d8da

0K

Flow - Transmit/Receive Ethernet Packet [@3]
[loop_@9] TEST - start Data Comparison. (transmit packet vs received packet)
Display only 1st 18 words (4@ bytes) of Ethernet Packet. Enable DEBUG mode to display all data.

[loop_@9][word_ee] =
[loop_89][word_81] =
[loop_@9][word_82] =
[loop_@9][word_83] =
[loop_89][word_84] =
[loop_@9][word_85] =
[loop_@9][word_@#6] =
[loop_@9][word_87] =
[loop_@9][word_88] =
[loop_@9][word_89] =

exeabddaea
Bxdapp7ase
Bx341288bd
Bxaad>eaas
BxccBBasas
Bx116baass

Vs
Vs
Vs
Vs

exeabddeea
Bxdaparase
Bx341286bd
Bxaad>eeas
BxccB@ades
ax1lebaesa

Bx8a723412
BxeacBccdt
Bx9485d5de

[loop_@9] TEST --» compare_data
--» Transmit/Receive Ethernet Packet [89] - 0K

Flow - Set Done LED to ON

Vs

Bxeea

Bx8a723412
BxBacacois
Bx9485d8da

0K

Figure 6.12. Loopback Test - Serial Terminal Flow Completion Message

8. Onthe board, the Done LED (D27) lights ON, and the Compare Packet Fail LED (D13) remains off.
9. To test 100 Mbps mode, repeat from step 3. At step 5, enter speed=0 to enable 100 Mbps mode, then follow the

remaining steps.
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7. Customizing the Reference Design

This section provides guidance on how to reuse and customize this reference design for specific application or usage.
Note: The functionality of the reference design may be affected if any modification are made.

7.1. Modify RISC-V firmware

The Propel SDK project is included in this reference design.
1. Open Lattice Propel and select <top>/fpga_machxo5/propelsdk as the workspace.

S Lattice Propel Launcher x

Select a directory as workspace

Lattice Propel uses the workspace directory to store its preferences and development artifacts.

W)
Workspace:

Browse..,
[] Use this as the default and do not ask again
Figure 7.1. Propel Workspace Selection
2. Click Launch. The risv_mc_rgmii project should load as shown below.
3 propelsdk - Lattice Propel
File Edit Source Refactor Mavigate Search Project Run  LatticeTools Window Help
miflhg WEH=EY | 34 | 2| & g H-0-G-® -
%5 Debug |7 Project Explorer = <§> 7 & = 8 |[lg maine %
w_,—_g- = riscv_mc_rgrmii [RD023 5 w_riscv main] = void main(wvoid) {
*ﬁ‘ Binaries s1l:at:ic uint?_t idx = @;
7 Includes uint32_t gpio readout = @;
r‘%",\_ unsigned int reg data = @;
gy > sTC unsigned int status = @;
(= Debug int total_ethernet_packet = 1@;

|¥ riscv_mc_rgmii.launch int data_base = @;

int cmp_result = @;

int i = @;

char uart_response[128];

bsp_init();

Figure 7.2. Launching the risv_mc_rgmii Project in Propel

3. The main.c is the entry point of the RISC-V firmware for this reference design. After making modification, recompile
the SDK project to generate a new memory hex file.
To integrate the new memory hex file into Radiant project bitstream, regenerate system_memory IP with the
updated memory hex file, then recompile Radiant project.

Note: User may use OCD flow to test the modified firmware without recompiling Radiant project. Refer to section
3.5 Programming and On Chip Debugging Flow of Lattice Propel SDK User Guide (FPGA-UG-02234).
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%, Medule/IP Block Wizard

Configure Component from Module system_memory Version 2.4.0
Set the following parameters to configure this component.

Diagram sysmem0

sysmem0O

p
—H BL SO
—H BL_ST

ahbl_hclk_i

ahbl_hresetn_i

. /
system_memory

™

4 3

User Guide

Configure IP
General
Property
~ General
Interface
Memory Address Depth [1 - 65336]
Data Bus Width(bits)
Memory Type
Port Count
ECC Enable
Enable Arbiter
~ Data Streamer

Enable Data Streamer

+ Initializati
Initizlize Memory
Initialization File Format

Initialization File

Mo DRC issues are found.

Port 50 Settings

Port 51 Settings

Value

AHBL
8192

EBR

hex

./ .J/propelsdk/riscv_mc_rgmii/Debug/riscv_me_rgmii.mem

Generate Cancel

Figure 7.3. System Memory IP Wizard

7.2. Reconfiguring IPs

In this reference design, some IPs are generated using Propel Builder and others using Radiant. IPs generated in Propel
Builder must be reconfigured using Propel Builder and IPs generated in Radiant must be reconfigured using Radiant.

7.2.1. Propel Builder IPs

To reconfigure IPs generated from Propel Builder:

1. Open the Propel Builder software and load the following Propel Builder project file (.sbx):
<top>/fpga_machxo5/radiant/propelbld_riscv_ss/riscv_ss.sbx

2. Inthe Schematic view, double-click the desired IP instance to reconfigure the specific IP.

4. Propel Builder [C:/data/bug/008_masterplan_projects/2025/RD_j10_rgmii_riscw/RD02328_tse_rgrmii_w_riscv/fpga_machxo5/radiant/propelbld_riscv_ss/riscv_ss.shx] [

File Edit View Design Tools Window Help
-2 R 4 MBE-NO M @eaaa B:
Design View m) Schematic m Address Summary 4 Start Page
a LFMXO5-65T-9BBG434|
v 1F riscu_ss <§> |_:
¥ {F Instances 1
» i ¢ ahbl0_inst [ 1 I
= 1 ahblZapbi_inst | |
b =7 Ports ahbi_inst
b =7 Businterfaces R
v 1 ahbl2apb1_inst |_l' a b MBLMO24
o . . + AHBL MO
v 1 ¢ ahbl2axids0_inst ; ; TP e g |
v 3E apb0_inst . —_—
NE 3 cpul_inst s
v 3 gpioD inst
o3 i2c clinst r—
v 3 E sysmem0_inst

Figure 7.4. Reconfigure an IP Instance in the Schematic View

3. Note: IPs must be installed locally for reconfiguration. For IPs not installed locally, obtain the IP from IP server. Go
to the IP Catalog and select IP on Server tab to locate and install the required IP.
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¥
==
IP on Local IP on Server T.
AHB-Lite APB AXI ANl AX14-Stream LOCAL_BUS
Search:

Show latest IP version enly

4 show P supported by target device only

H IP Server =
v [P
h latticesemi.com
- Audio_Video_and_lmage_Processing
O Automatic White Balance
Q Byte to Pixel Converter
Q Byte to Pixel Converter |
4
rtl equation split concat invert
IP Catalog Design View

Figure 7.5. Installing IPs from the IP Catalog using IP on Server Tab

4. The ahbl2axi4s IP is a custom IP developed specifically for this reference design. To reconfigure this IP, copy the
following IP source to PropellPLocal directory:
<top>/misc/custom_ip/latticesemi.com_ip_ahbl2axi4s_bridge_1.0.1

Copy the entire folder as shown in the diagram below. By default, the PropellPLocal directory is located at user’s
home directory.

+ ThisPC » Windows (C:) » Users » oang » PropellPLocal

-

Name Date modified Type Size
alse.fr_ip_ctc_top_master_1.0 11/11/2022 7:48 PM File folder
e Semiconductor C alsefr_ip_ctc_top_slave_1.0 File folder
download File folder
File folder

latticesemi.com_ip_ahbl2axids_bridge 1.0.1

Figure 7.6. Copying the ahbl2axi4s IP Source Folder to the PropellPLocal Directory

Notes:
e [Itis NOT recommended to configure this IP with different configurations, as it is developed for this reference
design with limited validation.
e  For latest version of the ahbl2axi4s custom IP, contact Lattice Sale or Tech Support. Refer to Technical Support
Assistance.

7.2.2. Radiant IPs
Only two IPs are generated from Radiant in this reference design: the PLL IP and TSEMAC IP.

To reconfigure IPs generated from Radiant:

1. Open Radiant software and load the following Radiant project file (.rdf):
<top>/fpga_machxo5/radiant/riscv_rgmii.rdf

2. Go to File List and double-click the desired IP for reconfiguration. As stated in Propel Builder IPs, IPs must be
installed locally for configuration. Download and install missing IPs from IP Catalog > IP on Server tab.
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7.3. Upgrading IPs

Lattice Propel Builder and Lattice Radiant can detect availability of newer IP versions during IP configuration and

prompt user to use the upgraded IP version. The steps to upgrade specific IP are the same as section Reconfiguring IPs.
The newer IPs version must be installed locally before performing IP upgrade.
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8. Resource Utilization

This design is implemented in Verilog. When using this reference design in a different device, density, or speed grade,
the performance and utilization can vary. Default settings are used during the design fitting.

Table 8.1. Performance and Resource Utilization

Utilization
Device Family (Speed Grade|fvax (MHz) | Registers (%)| LUTs (%) | EBR (%) Others
MachX05-65T 9 >125 | 6334 (11%) [9181 (17%)| 26 (20%) x1 PLL, x1 DCC, x1 DCS,
x5 IDDRX1, x6 ODDRX1

Note: Performance and utilization characteristics were generated using LFMX05-65T-9BBG484| device with the Lattice Radiant
software version 2025.1 and Synplify-Pro synthesis engine.
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Technical Support Assistance

Submit a technical support case through www.latticesemi.com/techsupport.

For frequently asked questions, please refer to the Lattice Answer Database at
www.latticesemi.com/Support/AnswerDatabase.
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