s LATTICE

Golden System Reference Design and Demo
User Guide v2.0 for Avant-E Devices

Lattice Propel 2025.1.1
Lattice Radiant 2025.1.1

Reference Design

FPGA-RD-02324-1.1

December 2025



. . i . -
Golden System. Reference Design and Demo User Guide v2.0 for Avant-E Devices H- LATTICE
Reference Design

Disclaimers

Lattice makes no warranty, representation, or guarantee regarding the accuracy of information contained in this document or the suitability of its
products for any particular purpose. All information herein is provided AS IS, with all faults, and all associated risk is the responsibility entirely of the
Buyer. The information provided herein is for informational purposes only and may contain technical inaccuracies or omissions, and may be otherwise
rendered inaccurate for many reasons, and Lattice assumes no obligation to update or otherwise correct or revise this information. Products sold by
Lattice have been subject to limited testing and it is the Buyer's responsibility to independently determine the suitability of any products and to test
and verify the same. LATTICE PRODUCTS AND SERVICES ARE NOT DESIGNED, MANUFACTURED, OR TESTED FOR USE IN LIFE OR SAFETY CRITICAL
SYSTEMS, HAZARDOUS ENVIRONMENTS, OR ANY OTHER ENVIRONMENTS REQUIRING FAIL-SAFE PERFORMANCE, INCLUDING ANY APPLICATION IN
WHICH THE FAILURE OF THE PRODUCT OR SERVICE COULD LEAD TO DEATH, PERSONAL INJURY, SEVERE PROPERTY DAMAGE OR ENVIRONMENTAL
HARM (COLLECTIVELY, "HIGH-RISK USES"). FURTHER, BUYER MUST TAKE PRUDENT STEPS TO PROTECT AGAINST PRODUCT AND SERVICE FAILURES,
INCLUDING PROVIDING APPROPRIATE REDUNDANCIES, FAIL-SAFE FEATURES, AND/OR SHUT-DOWN MECHANISMS. LATTICE EXPRESSLY DISCLAIMS
ANY EXPRESS OR IMPLIED WARRANTY OF FITNESS OF THE PRODUCTS OR SERVICES FOR HIGH-RISK USES. The information provided in this document
is proprietary to Lattice Semiconductor, and Lattice reserves the right to make any changes to the information in this document or to any products at
any time without notice.
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Abbreviation Definition

AHBL Advanced High-performance Bus-Lite

AXI Advanced eXtensible Interface

APB Advanced Peripheral Bus

API Application Programming Interface
AXl4-Lite Advanced eXtensible Interface-Lite

GPIO General Purpose Input/Output

CPU Central Processing Unit

CRC Cyclic Redundancy Check

DDR Double Data Rate

FIFO First-In-First-Out

FMC FPGA Mezzanine Card

GHRD Golden Hardware Reference Design

GSRD Golden System Reference Design

ICMP Internet Control Message Protocol

ISR Interrupt Service Routines

LMMI Lattice Memory Mapped Interface

LPDDR4 Low Power Double Data Rate Generation 4
IwlIP lightweight Internet Protocol

OPN Ordering Part Number

PLL Phase-Locked Loop

QSPI Quad Serial Peripheral Interface

RGMII Reduced Gigabit Media Independent Interface
RISC-V Reduced Instruction Set Computer-V

RTL Register Transfer Level

SGDMA Scatter-Gather Direct Memory Access

SoC System on Chip

TSE MAC Tri-Speed Ethernet Media Access Controller
UART Universal Asynchronous Receiver-Transmitter
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1. Introduction

The Lattice FPGA-based Golden System Reference Design (GSRD) presented herein is aimed at providing a versatile and
efficient platform for embedded applications requiring high-performance computing, memory access, data transfer
capabilities, and network communication. By integrating various components onto a single FPGA chip, this design offers
flexibility, scalability, and cost-effectiveness for a wide range of applications.

The Lattice Golden Hardware Reference Design (GHRD) is a System-on-Chip (SoC) that can be used as a baseline design
to create FPGA applications as per the user requirements. It is a RISC-V based design that interacts with various Lattice
Soft-1Ps and peripherals such as GPIO, UART, Tri-Speed Ethernet (TSE), Octal SPI Controller, Scatter-Gather DMA
(SGDMA) Controller and DDR Memory Controller. All these building blocks are connected through industry standard
protocols such as AXI-MM, AXI-Steam for data transfers and APB for control.

The GSRD is a comprehensive embedded system which incorporates drivers and relevant firmware needed to operate
various design components. FreeRTOS and bootloader are built on RISC-V RX CPU. The primary function of bootloader
is to initialize the hardware blocks in the design using the respective IP drivers and ensure the integrity of the
application software by performing CRC check.

Hardware and software are integrated together to establish a complete system for which relevant binaries and
executables are generated by Lattice Software tools such as Propel SDK, Propel Builder and Radiant to program the
FPGA Hardware.

As a part of multi-boot demonstration, the executables folder comprises compatible binaries and executable images,
that is FPGA bitstream (.bit) and software binary (.bin) for both Primary and Golden GSRD projects. The only difference
is that the Primary bitstream contains the code for multi-boot enablement and Golden bitstream does not enable
multi-boot.

GSRD for the Lattice Avant™-E device is developed and tested with the Lattice Propel™ and Lattice Radiant™ software
versions as indicated in Table 1.1.

1.1. Quick Facts

Table 1.1. Summary of the System

Supported FPGA Family Avant-E
SoC Requirements

SoC Version 2.0

Avant-E70 Evaluation Board Rev D
OPN: LAV-E70-EVN-ES2

Targeted Board

b [P Targeted Device LAV-AT-E70-3LFG1156l
Supported User Interface AXI-MM, AXI-Stream, APB
. . Lattice Propel Software 2025.1.1
Lattice Implementation . .
Design Tool Support Lattice Radiant Software 2025.1.1

Synthesis Synopsys® Synplify Pro®
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1.2. Features

The key features of the system include:

e FPGA device supported in this document is Avant-E70

e  RISC-V RX CPU, SGDMA Controller, TSE IP, DDR Memory Controller, and Octal SPI Controller over AXI4 Interface
16 Gbit of LPDDR4 cacheable memory with 32-bit DDR data width at 1600 Mbps data rate
1 Gbps Ethernet throughput through RGMII support at 125 MHz

e Low-speed peripherals like GPIO and UART

Primary and golden bootloader and FreeRTOS application software

Application software CRC check by function implemented in RISC-V RX bootloader code
FPGA bitstream CRC check done by FPGA Configuration Engine

FreeRTOS application software is run on external LPDDR4 Memory Device

e  Manual and Automatic Dual-Boot capability

1.3. Comparison to SoC Version 1.0

The following are the key changes from SoC version 1.0:

e  GHRD based on Avant-E70 ES2 (LAV-AT-E70-3LFG1156l)

e Enhanced architecture for performance and area.

e Centralized interconnect for flow control.

Multiple clock domains and IP specific clocking scheme for performance.

Enabled LPDDR4 device in cacheable region and data width converter in DDR Memory Controller.
Replaced QSPI Flash Controller with Octal SPI Controller.

Enabled RISC-V watchdog module.

Updated Radiant, Propel, and soft IPs for 2025.1.1

Added support for lightweight IP (IwIP) software stack.

1.4. Naming Conventions

1.4.1. Nomenclature

The following are the nomenclature used in this document:

e  Boot Up — Process of starting the RISC-V RX CPU, loading the FreeRTOS application software from external SPI Flash
into the LPDDR4 memory and executing the application.

e Bootloader — Code that initializes and configures various peripherals and loads the FreeRTOS application software
into LPDDR4 memory. It also checks for the CRC of the copied application and decides whether to execute the
application software or load the next best hardware bitstream and the corresponding software.

e  FreeRTOS application software— Loaded into LPDDR4 memory and executed by RISC-V CPU at the end of boot up
process.

e  SPI Flash — Non-volatile external memory that stores the bitstream, FreeRTOS application software and multi-boot
MCS bitstream.

1.4.2. Signal Names

Signal names that end with:
e _nare active low (asserted when value if logic 0)

e _iareinput signals.
e o are output signals.
e _joare bi-directional input/output signals.
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1.5. Prerequisites
The following sections show the software and hardware requirements to run the demonstration and compiling the
reference design.

1.5.1. Lattice Software Tools Requirements

e Lattice Propel 2025.1.1 Package — contains both Lattice Propel SDK and Lattice Propel Builder
e Download here: Lattice Propel Design Environment

e  Lattice Radiant 2025.1.1 Package — contains IP Packager, Radiant Software, QuestaSim, and Programmer
e Download here: Lattice Radiant Software

e Llattice Propel 2025.1.1 Patch for Avant-E Golden System Reference Design
¢ Download here: Downloadable Software tab in the GHRD/GSRD Reference Design

1.5.2. Hardware Requirements
Table 1.2 describes the hardware needed to run the GSRD.

Table 1.2. List of Hardware Required by GSRD

Sr No Hardware Requirements Quantity | Comment
Lattice Avant-E70 ES2 Evaluation
1 Board 1 Avant-E Evaluation Board web page

OPN: LAV-E70-EVN-ES2

Mini USB Type-A UART cable for
2 programming bitstream, firmware 1 Included in Avant-E70 ES2 Board Evaluation Kit
and proper terminal prints

Not included in Avant-E70 ES2 Board Evaluation Kit.
Ethernet FMC daughter card for

3 . . 1 To purchase the FMC daughter card, go to the Ethernet FMC
connection over RGMI!I interface .
website and select part number OP031-1V8.
Cat6 RJ45 Ethernet cable to connect
4 Avant-E70 ES2 board to the Host PC 1 Not included in Avant-E70 ES2 Board Evaluation Kit.
through Ethernet FMC daughter card
5 12 V power adapter for board power 1 Included in Avant-E70 ES2 Board Evaluation Kit
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2. Functional Description

The GSRD/GHRD SoC architecture comprises of a RISC-V RX CPU, DDR Memory Controller, SGDMA Controller, Octal SPI
Controller, and 1 Gbps TSE IP, interconnected through a combination of high-speed and low-speed bus fabrics such as
AXl4 Interconnect and APB Interconnect. This architecture enables seamless communication and data exchange
between the components, facilitating efficient operation and system performance.

2.1. GHRD System Architecture Overview

__1 FMC Daughter
: card

Y
perip_clk
Y A Ao A —»
fas 4 2 T % [M fe—3——pf Multi Boot
&
2 =] 2
I U I
2|2(2 o
\A 4 >y d

(" RGMIl  MDIO

J:
Y

eth_rgmii_mdc_o

. APB Ic . <_32
‘_32

perip_clk TSEMAC  APB

AXI-TX AXI-RX

PERIRS)

127 1xe
[o:]

=

312~ disad
1
» <
B

AXI-S AXI-S ax_cly |
RX FIFO TX FIFO cpu_cliy |
perip_clk
8 8
| perip_clk
AXI-RX AXI-TX
d_clk APB (M Je—s2 LPDDR4 {42211 0 oooRa
perip_clk SGDMA C’\::;‘ool'l';/r ext_mem_clig
AXI-BD
32— S
AXI-MM 5] AXi4
IC
{> AXI4 System
[—32
E Memory
14 \ cpu_clk
cpu_rtc_clk AXI4-IS = _32_‘>Z| Legend:
= Manager i/f ¢———-> Subordinate i/f
RISC-V
RX CPU
cpu_cl
ool AXI4-DS |¢——3— g M J¢—3—>{ Axi4 OSPI > Ext SPI Flash
\ J \. J perip_clk

Figure 2.1. GHRD System Architecture

The design includes the following components:

Table 2.1. IP Versions

Soft IP IP Version
RISC-V RX CPU 2.7.0
DDR Memory Controller 2.6.1
System Memory 24.0
Octal SPI Controller 1.3.0
General Purpose I/0 1.8.0
UART 1.4.0
AXIl4 Interconnect 2.2.0
APB Interconnect 1.3.0
AX|4 to APB Bridge 1.4.0
Tri-Speed Ethernet 2.1.0
SGDMA Controller 250
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Soft IP IP Version
Multi-Boot Configuration 1.0.0
PLL 2.6.1
Reset Modules 1.0.0
AXIS FIFO IP 1.0.0

Each component in the block diagram is instantiated using the IP in Propel Builder. The IP features and parameters are
described in the IP Configurations section.

The signals on each interface are described in the Signal Description section.

2.2. GHRD Clocking Overview

eth_rx_clk

v

)

eth_pll_clk_i | Ethernet |eth tx clk
PLL —

A

~——oo

)
cpu_clk
—>

pll_clk_i cpu_rtc_clk
Gl = =5
System PLL

\ 4

perip_clk

axi_clk
—>
-

)

eth_rgmii_mdc_o
Oscillator —»

——
Ipddra_refclk_i mc_clk
g LPDDR4

Figure 2.2. Clocking Overview
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Table 2.2 describes the reference design clock scheme.

Table 2.2. GHRD Clocking Overview

= LATTICE

SrNo | Clock Name Clock Freq Clock Source Destination
lpddréd_refclk_i 100 MHz Onboard oscillator Y1 DDR Memory Controller IP PLL
system_pll_clk_i 125 MHz Onboard oscillator X3 System PLL
eth_pll_clk_i 125 MHz Oscillator on FMC Ethernet PLL
daughter card
4 cpu_clk 200 MHz system_plI[CLKOP] RISC-V RX CPU system clock, System
Memory, AXI IC SO, S3 and M3 ports
5 perip_clk 100 MHz system_plI[CLKOS] AXI IC MO, M1 Ports, TSE IP, SGDMA
Controller, UART, GPIO and Multi-boot IP
axi_clk 200 MHz system_plI[CLKOS3] AXI IC clock, SGDMA Controller
eth_tx_clk 125 MHz eth_plI[CLKOP] External CDC TX FIFO and TX path of TSE
eth_rx_clk 125 MHz Ethernet RGMII PHY on | External CDC RX FIFO and RX path of TSE
FMC daughter card
9 cpu_rtc_clk 16.384 MHz system_plI[CLKOS2] RISC-V RX CPU RTC clock
10 mc_clk 200 MHz DDR Memory DDR Memory Controller and AXI4 IC
Controller (interconnect) M2 port
11 eth_rgmii_mdc_o 10 MHz On chip oscillator TSE IP, RGMII PHY

2.3. GHRD Reset Scheme Overview

There are two resets in the entire design:
e  External Asynchronous Reset which is controlled by a push button
e Synchronous Reset for entire system is generated from RISC-V

Table 2.3. Reset Scheme

Reset Signal

Source

Destination

Description

system_rstn_i

On-board push button
SW1

PLL reset input pin

Reset the PLL and system reset

cpu_rstn_i

Reset sync output port

RISC-V CPU reset input

Reset pin of CPU

system_resetn_o

RISC-V CPU output

All components in
system

RISC-V CPU output reset pin, provides
reset to all components in the design. This
also triggers the reset during CPU OCD
debugging mode.

sys_rstn_o

CPU output reset pin

AXIIC SO, S3, AXI IC
M3 and System
Memory reset input
pin

AXI IC CPU subordinates, System Memory,
AXI IC M3

perip_rstn_o

CPU output reset pin

AXI IC MO, M1 and all
peripheral IPs reset
input pin

Octal SPI controller, APB IC, AXI4 to APB
bridge, GPIO, UART, SGDMA Controller,
TSE IP, DDR Memory Controller and Multi-
boot IP
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Reset Signal

Source

Destination

Description

axi_rstn_o

CPU output reset pin

AXI'1CS1,S2 and
SGDMA Controller
MM reset input pin

SGDMA Controller MM and BD

mac_tx_rstn_o

CPU output reset pin

AXI Stream TX FIFO
reset input pin

External Stream FIFO for CDC.

mac_rx_rstn_o

CPU output reset pin

AXI Stream RX FIFO
reset input pin

External Stream FIFO for CDC.

lpddrd_rstn_o

CPU output reset pin

AXI IC M2 reset input
pin

DDR Memory Co

ntroller

brd_rstn_i

System
PLL

PLL lock

PLL lock

rst_sync

4

mc_clk

»

LPDDR4
rst_sync

perip_clk
—>

PERIP
rst_sync

»
>

eth_tx_clk
—>

»

MAC
tx_rst_
sync

MAC

eth_rx_clk|
—>

rx_rst_
sync

cpu_clk

SYSTEM
rst_sync

>

~——

TSE MAC

Figure 2.3.

2.4. GHRD Interrupts Overview

Table 2.4. GHRD Interrupt Overview

GHRD Reset Overview

Sr No RISC-V CPU IRQ Line Interrupt Source
1 IRQ_2 SGDMA Controller MM2S IRQ
2 IRQ_3 SGDMA Controller S2MM IRQ
3 IRQ_4 TSEMAC IRQ
4 IRQ_5 OSPI IRQ
5 IRQ_6 GPIO IRQ
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Sr No RISC-V CPU IRQ Line Interrupt Source
6 IRQ_7 LPDDR IRQ
7 IRQ_8 UART IRQ

For more information about the platform level interrupt controller information, refer to the Platform Level Interrupt
Controller section in the RISC-V RX CPU IP User Guide (FPGA-IPUG-02280) document.

2.5. IP Configurations

The reference design is created using Lattice Propel Builder. The top-level HDL file is generated by Propel Builder and is
used as the top module for the design. The design parameterization is performed by configuring the IP in Propel
Builder. This section describes the following IPs and their configuration.

2.5.1. RISC-V RX CPU

The RISC-V RX CPU IP has AXI-based instruction and data ports. The instruction ports are connected to the memory that
contains the bootloader software or the FreeRTOS application software for CPU execution. The data port is connected
to memory and peripherals for control.

For more information about the IP core including memory map information, refer to RISC-V RX CPU IP User Guide
(FPGA-IPUG-02280).

Ay Module/IP Block Wizard

Configure Component from Module riscv_rtos Version 2.7.0
Set the following parameters te configure this component.

Diagram riscv_cpu_rx Configure P
General Debug Buses Interrupt UART
Property Value
JEGT oL e Processor Mode Balanced
—[HRras:2 7 Extension
—Hira_s3
—HiRQ_s4
—{Hra_ss
AXI_M_DATAHH= | = Reset
= I RQ_56 AXI M |NST@ - Reset Vector: 32'h 80000000
—Hira_s7 « Cache
system_resetn_of—
—[Hrass
—clk_realtime_i
—jclk_system_i Cache Cacheable Range High Limit (32'h00000000 ~ 32'hC0000000) : 32'h 0000000
—rstn_i
riscv_rtos
4 |3 4 »
User Guide Mo DRC issues are found.

Figure 2.4. RISC-V RX CPU IP Configuration — General
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& Module/IP Block Wizard #
Configure Component from Module riscv_rtos Version 2.7.0
Set the following parameters to configure this component.
Diagram riscv_cpu_rx Configure [P
General Debug Buses Interrupt UART
Property Value
L ch_cpu_rx Enable Debug
| RQ S2 Enable Debug On Off Control Port
I RQ_S3 JTAG Type Hard
Extend JTAG Channel
JTAG Channel Selection for Certain Devices [14-16] | 14
AXILM_DATAH—
[HIrRQ_s6
AXI_M_INSTRAH
[Hras7
system_resetn_of—
[Hra_ss
clk_realtime_i
clk_system_i
rstn_i
riscv_rtos
1 3
User Guide No DRC issues are found.
Figure 2.5. RISC-V RX CPU IP Configuration — Debug
“, Madule/IP Block Wizard x

Configure Component from Module riscv_rtos Version 2.7.0
Set the following parameters te configure this component.

Diagram riscv_cpu_nc Configure IP
General Debug Buses Interrupt UART
Property Value
riscv_cpu_rx

Response to Write Error

IRQ_S52

a Enable Local Bus
IRQ_S3

)

Enable Instruction Interface Wrapper
| RQO_54 Enable Data Interface Wrappar
:1 IRQ_55 ;
u
i Mo || ERE
[Hrass
AXLMJNST@ L Enable AXl Instruction Ports =
[Hra_s7 AXIE 00000000
system_resetn_o—
| RQ_S8 AXl Instruction Interface Register Slice Type 0
clk_realtime. i AXl Data Interface Register Slice Type 0
AKX D Width 4
clk_system_i AX] Instruction Ports ID Number [0-15] |1

rstn_| ~ Composable Extension Unit Logic Interface (CKU-LD

Enable CXU Ports

riscv_rtos
- Enable RVFI
1 3
User Guide MNe DRC issues are found.

Figure 2.6. RISC-V RX CPU IP Configuration — Buses
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. Module/IP Block Wizard X

Configure Component from Module riscv_rtos Version 2.7.0
Set the following parameters to configure this component.

Diagram riscv_cpu_rx Configure [P
H General Debug Buses Interrupt UART
Property Value &
e amr
Enable CLINT
Ra.s2
HIRQ_S3 Enable PLIC =

| RQ_S4 Enable Mon-maskable Interrupt
| RQ_S5 Enable Interrupt for Supervisor Mode

IRQ S6 AXl_M_DATPE - Width of Interrupt Priority Register [2-3] 2
Q AX'_MJNSTFE - Number of User Interrupt Requests [1-30] |7
[Hra_s7

system_resetn_of—

| RQSS Enable CDC Register for IRC_52
. . Enable CDC Register for IRQ_S3 e
clk_realtime_i nabe sgister for RO =
Enable CDC Register for IRC_54
clk_system_i Enable CDC Register for RQ_S5
rstn_i Enable CDC Register for IRQ_56 ]
Enable CDC Register for IRC_57
riscv_rtos Enable CDC Register for IRQ_S8

4 » -

User Guide Ne DRC issues are found.
Figure 2.7. RISC-V RX CPU IP Configuration - Interrupt
% Module/IP Block Wizard *

Configure Component from Module riscv_rtos Version 2.7.0
Set the following parameters to configure this component.

Diagram riscv_cpu_rx Configure IP
H General Debug Buses Interrupt UART
Property Value

riscv_cpu_rx Enable UART Instance

[HIRa_s3
[HHrQ_s4
IRQ_S5
AXI_M_DATAH
: 2&2: AXI_M_INSTR =
|_J

system_resetn_o—

clk_realtime_i
clk_system_i

rstn_i

riscv_rtos

4 3

User Guide Mo DRC issues are found.

Figure 2.8. RISC-V RX CPU IP Configuration - UART
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2.5.2. AXI Interconnect

The AXI Interconnect IP is a key component in system that uses the AMBA AXI4 protocol. It acts as a communication
hub between multiple AXI managers and subordinates, enabling efficient data transfer and system scalability.

For more information about the IP core, refer to AXI Interconnect IP User Guide (FPGA-IPUG-02196).

4, Module/IP Bl Vizard X
Configure Component from IP axi_interconnect Version 2.2.0
Set the following parameters to configure this component.
Diagram system_ic Configure [P
system_ic = General External Manager Settings External Subordinate Settings
1 s00 Property Value
1501 ~ General
1_502 Total External AXI14 Managers [1 - 32] 4
1_503 Total External AXI4 Subordinates [1-32] 4
axi_WOO0_aclk_i[0:0] AXI User width 1
axi_MO0_aresetn_i[0:0] Memory Type of Large FIFOs LuT
axi_M01_aclk_i[0:0]
axi_M01_aresetn_i[0:0] AXI_MDE-
axi_M02_aclk_i[0:0] 20_MofE-
axi_M02_aresetn_i[0:0] AX\_MOE-
axi_MO3_aclk_i[0:0] Ax1_Mod -
axi_M0O3_aresetn_i[0:0]
axi_S00_aclk_i[:0]
axi_S00_aresetn_i[0:0]
axi_S03_aclk_i[0:0]
axi_S03_aresetn_i[0:0]
axi_aclk_i
axi_aresetn_i
axi_interconnect
1 .4 E
User Guide Mo DRC issues are found.

Figure 2.9. AXI Interconnect IP Configuration — General
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% Module/IP Block Wizard

Configure Component from IP axi_interconnect Version 2.2.0

Set the following parameters to configure this component.

Diagram systern_ic

system_ic

axi_MO0_aclk_i[0:0]
axi_MO0_aresetn_i[0:0]
axi_MO1_adlk_i[0:0]
axi_MO1_aresetn_i[0:0] Ml_MoqE
axi_MO2_aclk_i[0:0] A)(I_MG‘E
axi_MO2_aresetn_i[0:0] AXI_MOE
axi_MO3_aclk_i[0:0] AXI_MOE
axi_MO03_aresetn_i[0:0]
axi_S00_aclk_i[0:0]
axi_S00_aresetn_i[0:0]
axi_503_aclk_i[0:0]
axi_503_aresetn_i[0:0]
axi_aclk_i

axi_aresetn_i

axi_interconnect

Coenfigure [P
General External Manager Settings External Subordinate Settings

Property Value

External Manager AX| ID width

AKXl Manager Max Address Width(bits) 32
AKXl Manager Max Data Width(bits) 32
AKXl Manager Max no. of ID supports

External Manager AXl Access TypeO WR
External Manager AX| Access Type 1 WR
External Manager AX| Access Type 2 WR

External Manager AX| Access Type 3

External Manager AX protocol 0 AXl4
External Manager AX| protocol 1 AXl4
External Manager AX| protocol 2 AXl4

External Manager AX| protocol 3

1
User Guide No DRC issues are found.
Figure 2.10. AXI Interconnect IP Configuration — External Manager Settings
4 Module/IP Block Wizard

Configure Component from IP axi_interconnect Version 2.2.0

Set the following parameters te configure this component.

Diag

ram system_ic

4

system_ic

axi_MO0_aclk_i[0:0]
axi_MO0_aresetn_i[0:0]
axi_MO1_aclk_i[0:0]

axi_MO2_aclk_i[0:0]

axi_MO3_aclk_i[0:0]
axi_M03_aresetn_i[0:0]
axi_S00_aclk_i[0:0]
axi_S00_aresetn_i[0:0]
axi_503_aclk_i[0:0]
axi_S03_aresetn_i[0:0]
axi_adk_i

axi_aresetn_i

axi_interconnect

axi_MO1_aresetn_i[0:0] AK\_MOE-

Axi_ o=

axi_MO02_aresetn_i[0:0] A:ﬂ_MaE-

AKI_MO-

User

Guide

Configure [P

General External Manager Settings External Subordinate Settings
Property Value =

External Manager CDC Enable 0
External Manager CDC Enable 1
External Manager CDC Enable 2
External Manager CDC Enable 3

External Manager Address width 0 32
External Manager Address width 1 32
External Manager Address width 2 32
External Manager Address width 3 32

External Manager Data width 0 32
External Manager Data width 1 32
External Manager Data width 2 32
External Manager Data width 3 32

N

Me DRC issues are found.

Figure 2.11. AXI Interconnect IP Configuration — External Manager Settings
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%y, Module/IP B
Configure Component from |P axi_interconnect Version 2.2.0
Set the following parameters to configure this component.
Diagram system_ic Configure IP
system_ic & General External Manager Settings External Subordinate Settings
Property Value n
1_500
1_501 ~ External Manager No. of ID's supports Settings
|_s02
1_503 External Manager Mo.of [Ds O 1
axi_MO0_aclk_i[0:0] External Manager No.of IDs 1 1
axi_M0D_aresetn_i[0:0] External Manager No.of IDs 2 1
axi_MO1_adlk_i[0:0] External Manager Mo.of IDs 3 1
axi_MO1_aresetn_i[0:0] Ml_MD[E - + External M. \Ds order Enable Setti
axi_MO2_aclk_i[0:0] Am_MoE -
axi_MO2_aresetn_i[0:0]  AXI_MOZ el
- -10:0) - E External Manager D order enable 0
axi_MO3_aclk_i[0:0] A)(I_MDE-
External Manager D order enable 1
axi_MO3_aresetn_i[0:0]
External Manager D order enable 2
axi_S00_aclk_i[0:0]
External M 1D ord ble 3
axi_S00_aresetn_i[0:0] Srnal Vianager I orcer enab e
axi_503_aclk_if0:0] - Ewzizlliziz g i s e
axi_S03_aresetn_i[0:0]
axi_adlk_i External Manager Write Accept 0 4
axi_aresetn_i External Manager Write Accept 1 4
- External Manager Write Accept 2 4
axi_interconnect :
- External Manager Write Accept 3 2
1 4 —r . Tae n Ly e fu?
User Guide No DRC issues are found.
Figure 2.12. AXI Interconnect IP Configuration — External Manager Settings
&, Module/IP B
Configure Component from IP axi_interconnect Version 2.2.0
Set the following parameters te cenfigure this component.
Diagram system_ic Configure IP
system_ic H General External Manager Settings External Subordinate Settings
Prope Value i
1_500 Py
1_501 ~ External Manager Read Accept Settings
1502
1_503 External Manager Read Accept 0 4
axi_MO0_aclk_i[0:0] External Manager Read Accept 1 4
axi_MOD_aresetn_i[0:0] External Manager Read Accept 2 4
axi_MO1_aclk_i[0:0] External Manager Read Accept 3 4
axi_MO1_aresetn_i[0:0] ~ External Manager Write Buffer Settings
axi_M02_aclk_i[0:0] |_|
2 MOZ_aresetn i[0:0] AXI'MDE- External Manager Write Response Buffer Depth O 4
axi_MO3_aclk_i[0:0] A)(I_MDE- .
External Manager Write Response Buffer Depth 1 4
axi_MO03_aresetn_i[0:0]
X i External Manager Write Response Buffer Depth 2 4
axi_S00_aclk_i[0:0] .
axi_500_aresetn, i[0:0] External Manager Write Response Buffer Depth 3 2
axi_503_aclk_i[0:0]
axi_503_aresetn_i[0:0] External Manager Write Data Buffer Depth 0 32
axi_aclk_i External Manager Write Data Buffer Depth 1 32
axi_aresetn._i External Manager Write Data Buffer Depth 2 32
External Manager Write Data Buffer Depth 3 2
axi_interconnect
+| ~ External Manager Read Buffer Settings
1 » -
User Guide Mo DRC issues are found.

Figure 2.13. AXI Interconnect IP Configuration — External Manager Settings
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4y, Module/IP Block Wizard X
Configure Component from IP axi_interconnect Version 2.2.0
Set the following parameters to configure this component.
Diagram system_ic Configure IP
system_ic = General External Manager Settings External Subordinate Settings
Prope Value -
1 s00 perty
5o _
I_s02
1503 External Manager Read Data Buffer Depth 0 32
axi_M00_aclk_i[0:0] External Manager Read Data Buffer Depth 1 32
axi_MO0_aresetn_i[0:0] External Manager Read Data Buffer Depth 2 32
axi_M01_aclk_i[:0] External Manager Read Data Buffer Depth 3
sumvsen00 vl | i oty S
a1_MOZ_aclk_i[:0] MI-MOE B External Manager 0 Priority Round Robin
i_MOZ tn_i[0:0]  AXI_MO.
2_MO2_aresetn_i[0:0] - E- External Manager 1 Priority Round Rebin
axi_M03_aclk_i[0:0] AXI_MOE- . :
External Manager 2 Priority Round Robin
axi_M0O3_aresetn_i[0:0] . X
External Manager 3 Priority Round Robin
S © BeternalMonager 0 Fixed Preriy Settings
axi_S00_aresetn_i[0:0]
axi_503_aclk_i[0:0] Lodbermnae s R e enrnen .
axi_S03_aresetn_i[0:0]
axi_aclk_i
axi_aresetn_i
axi_interconnect
-
4 L _ . N N -
User Guide Mo DRC issues are found.

Figure 2.14. AXI Interconnect IP Configuration — External Manager Settings

*y. Module/IP Block Wizard

Configure Component from IP axi_interconnect Version 2.2.0

Set the following parameters to configure this component.

Diagram system_ic

4

system_ic

axi_MO0_aclk_i[0:0]
axi_MO00_aresetn_i[0:0]
axi_MO1_aclk_i[0:0]
axi_MO01_aresetn_i[0:0]
axi_MOZ_aclk_i[0:0]
axi_MO02_aresetn_i[0:0]
axi_MO03_aclk_i[0:0]
axi_MO03_aresetn_i[0:0]
axi_500_aclk_i[0:0]
axi_S00_aresetn_i[0:0]
axi_503_aclk_i[0:0]
axi_503_aresetn_i[0:0]
axi_aclk_i

axi_aresetn_i

AXI_MOE-
ax_mo{H=
AXI_MOE-
MI_MOE-

axi_interconnect

Configure IP
General External Manager Settings External Subordinate Settings
Property Value =
TGenend
External Subordinate AX| 1D width 6
A4¥1 Subordinate Max Address Width(bits) 32
A% Subordinate Max Data Width(bits) 32
AXl Subordinate Max Fragment count 8
External Subordinate axi Access TypeO WR
External Subordinate axi Access Type 1 WR
External Subordinate axi Access Type 2 WR
External Subordinate axi Access Type 3 WR
_
External Subordinate Protecol type 0 Axl4
External Subordinate Protecol type 1 Axla
External Subordinate Protocol type 2 AX14
External Subordinate Protocol type 3 AXl4
+| * EdtemalSubordinate CDC Enable Settings

User Guide

Mo DRC issues are found,

Figure 2.15. AXI Interconnect IP Configuration — External Subordinate Settings
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. Module/IP Block Wizard x
Configure Component from IP axi_interconnect Version 2.2.0
Set the following parameters to configure this component.
Diagram system_ic Configure [P
system_ic H General External Manager Settings External Subordinate Settings
Prope Value -
| 500 perty
sor © bxtemal Subordinate (DC Enable Settings
1_502 FO: Ext Subordin Enable list d d d d
1_S03 External Subordinate CDC Enable 0
axi_MO0_aclk_i[0:0] External Suberdinate CDC Enable 1
axi_MO0_aresetn_i[0:0] External Subordinate CDC Enable 2
axi_MOT_aclk_i[0:0] External Subordinate CDC Enable 3
axi_M02_aclk_i[0:0] . R e
MOo2, tn_i[0: AX]_MD —
31 M02_aresetn 0] - E External Subordinate Address width 0 32
axi_MO3_aclk_i[0:0] AXI_MOE- . .
External Subordinate Address width 1 32
axi_MO3_aresetn_i[0:0]
External Subordinate Address width 2 32
axi_500_aclk_i[0:0] " .
axi_SO0_sresetn_i[0:0] External Subordinate Address width 3 32
axi_503_aclk_i[0:0]
axi_S03_aresetn_i[0:0] e e N . o
axi_aclk_i External Subordinate Data width O 32
axi_aresetn_i External Subordinate Data width 1 32
- External Subordinate Data width 2 32
axi_interconnect
- External Subordinate Data width 3 32
d L T T
User Guide Mo DRC issues are found.
Figure 2.16. AXI Interconnect IP Configuration — External Subordinate Settings
%, Module/IP Block Wizard X
Configure Component from IP axi_interconnect Version 2.2.0
Set the following parameters to configure this component.
Diagram system_ic Configure IP
system_ic = General External Manager Settings External Subordinate Settings
Prope Value -
1500 perty
Lsor ~ Bdernal Subordinate IDs Returned n Order Settings
1_502 FO: Ext Subordinate ID Returned Out-of-Order list d0,1'd0,1'd0,1'd0
1 503 External Subordinate ID returned out-of-order 0
axi_MO0_aclk_i[0:0] External Subordinate ID returned out-of-order 1
axi_MO0_aresetn_i[0:0] External Subordinate | returned out-of-order 2
ax_MOT_aclk_I[0:0] External Subordinate ID returned out-of-order 3
axi_MO1_aresetn_i[0:0] AXI_MOE-
axi_MO2_aclk_i[0:0] FO: Ext Subordinate Write Issue list 5'd4,5'd8,5'd4,5'd4
axi_MOZ_aresetn_i[0:0] AXI_MO;
T e - E- External Subordinate Write lssue 0 4
axi_MO03_aclk_i[0:0] AXI_MOE- .
External Subordinate Write lssue 1 4
axi_M03_aresetn_i[0:0] X
External Subordinate Write lssue 2 8
axi_S00_aclk_i[0:0] .
ax_500_aresetn_i[0:0] External Subordinate Write lssue 3 4
axi_S03_aclk_i[0:0]
axi_S03_aresstn_i[0:0] FO: Ext Subordinate Read Issue list 3'd4,5'd8,5'd4,5'd4
axi_aclk_i External Subordinate Read Issue 0 4
axi_aresetn_i External Subordinate Read |ssue 1 4
_ External Subordinate Read lssue 2 2
axi_interconnect .
- External Subordinate Read Issue 3 4
1 L
User Guide Mo DRC issues are found.

Figure 2.17. AXI Interconnect IP Configuration — External Subordinate Settings
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Ay, Module/IP B
Configure Component from IP axi_interconnect Version 2.2.0
Set the following parameters to configure this component.
Diagram system_ic Configure [P
system_ic = General External Manager Settings External Subordinate Settings
Prope Value -
1_500 perty
1501 = External Subordinate Write Buffer Settings
1502
1_503 External Subordinate Write Response Buffer Depth 0 4
axi_MO0_aclk_i[0:0] External Subordinate Write Response Buffer Depth 1 4
axi_MOO_aresetn_i[0:0] External Subordinate Write Response Buffer Depth 2 8
axi_MOT_aclk_i[0:0] External Subordinate Write Response Buffer Depth 3 4
axi_MO1_aresetn_i[0:0] AXI_MD-
axi_MO2_aclk_i[0:0] AX_MO14 External Subordinate Write Data Buffer Depth O 32
_MOZ_aresetn_[0:0] AXI‘MDE- External Subordinate Write Data Buffer Depth 1 32
axi_MO3_aclk_i[0:0] AXLMO{=
External Subordinate Write Data Buffer Depth 2 64
axi_MO3_aresetn_i[0:0] - -
External Subordinate Write Data Buffer Depth 3 32
axi_S00_aclk_i[0:0] 5
axi_500_aresetn_i[0:0] igeciomdSubordhateliced BuffexSe ity
axi_503_aclk_i[0:0]
axi_S03_aresetn_i[0:0] External Subordinate Read Data Buffer Depth 0 32
axi_aclk_i External Subordinate Read Data Buffer Depth 1 32
axi_aresetn_i External Subordinate Read Data Buffer Depth 2 64
- External Subordinate Read Data Buffer Depth 3 32
axi_interconnect o o = 5
4 3 = o
User Guide Mo DRC issues are found.
Figure 2.18. AXI Interconnect IP Configuration — External Subordinate Settings
Configure Component from IP axi_interconnect Version 2.2.0
Set the following parameters to configure this component.
Diagram systemn_ic Configure [P
system_ic M General External Manager Settings External Subordinate Settings
Prope Value =
1500 perty
1_501 * External Frag inig
1_502
1503 External Subordinate 0 Fragment Cnt 1
avi_MOO0_aclk_i[0:0] External Subordinate 1 Fragment Cnt 6
axi_MOO_aresetn_i[0:0] External Subordinate 2 Fragment Cnt 1
ax_MO1_aclk_i[0:0] External Subordinate 3 Fragment Cnt 1
axi_MO1_aresetn_i[0:0] AXI_MD o B e ey ST
&d_MO2_aclk_ile:0] AXI_MO External Subordinate 0 Priority Round Robin
i_MO2 tn_i[0:0]  AXI_MO; o
@x_M02_aresetn_[0:0] - E External Subordinate 1 Priority Round Robin
axi_MO3_aclk_i[0:0] AXI_MDE- . o .
External Subordinate 2 Priority Round Robin
axi_MO03_aresetn_i[0:0] X o X
X . External Subordinate 3 Priority Round Robin
axi_S00_aclk_i[0:0] o .
axi_500_aresetn_i[0:0] J Y g
axi_503_aclk_i[0:0]
axi_503_aresetn_i[0:0]
axi_aclk_i
axi_aresetn_i
— ¥ External Subordinate 1 Fixed Priority Settings
axi_interconnect
4 |3 -
User Guide No DRC issues are found.

Figure 2.19. AXI Interconnect IP Configuration — External Subordinate Settings
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2.5.3. APB Interconnect

The APB Interconnect IP is used in system for connecting low-bandwidth, low-power peripherals to the main system

bus.

For more information about the IP core, refer to APB Interconnect IP User Guide(FPGA-IPUG-02054).

&, Module/IP Block \

Diagram systemn_apb_ic

Configure Component from IP apb_interconnect Version 1.3.0
Set the following parameters to configure this component.

Configure IP

system_apb_ic

—EAPB_SOO

apb_pclk_i

—apb_presetn_i

APB_MO
ApB_MOH
APB_MUE
APE_MO34]
ApB_Mo4H
Ap8_nmogH

4

apb_interconnect

General
Property
~ General
Total APB Requestors [1-32]
Total APB Completers [1- 32]
Requestor Address Width(bits)

Data Bus Width(bits)

User Guide

No DRC issues are found,

Main Settings

Value

Requestor Priority Settings

Figure 2.20. APB Interconnect IP Configuration — General

2.5.4. AXI4 to APB Bridge

The AXI4 to APB Bridge IP is used to convert the AXI4 bus transaction into low-speed APB bus transaction. For more

information about the IP, refer to AXI4APB Bridge IP User Guide(FPGA-IPUG-02198).

%, Module/IP Block Wizard

Diagram axi4_to_apb_bridge

Configure Component from IP axi2apb_bridge Version 1.4.0
Set the following parameters to configure this component.

axi4_to_apb_bridge

x 14 S

aclk_i

aresetn i

APB3_

4

axi2apb_bridge

Configure [P
Property Value
~ General
AXI_APB Data Width | 32
AXI D Width 6
AX] User Width 1

User Guide

Mo DRC issues are found.

Figure 2.21. AXI4 to APB Bridge IP Configuration — General
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2.5.5. DDR Memory Controller

The DDR Memory Controller IP enables access to the external LPDDR4 memory devices. The memory can be used to
store CPU software code and data as well as Ethernet packet data.

For more information about the IP core including register map information, refer to DDR Memory Controller IP Core
(FPGA-IPUG-02208).

4y, Module/IP Block Wizard s
Configure Component from IP ddr_mc Version 2.6.1
Set the following parameters to configure this component.
Diagram systemn_lpddrd_mec Configure IP
General Memeory Device Timing Training Settings Example Design
Property Value
~ General
Interface Type LPDDR4
system_Ipddrd_mc 1/0 Buffer Type LVSTLI1
DDR Command Frequency (MHz) 800
ddr_ca_o[5:0]m=
ddr—ck—o[—l:o - Enable Read DBI
ddr_cke_o[0:0]m=
=[P s0 ddr_cs_o[0:0]mm
. Enable Reveal Debug
—[axis0  ddr_dmiio3:0p= || g Clock Sekings
—{pclk_i ddr_dg_io[31:0)m=
. . Reference Clock Frequency (MHz) 100.0
—{pll_refclk_i  ddr_dgs_io[3:0)m= Y
—{pll_rst_n_i ddr_reset_n_of— ~ Memory Configuration
—preset_n_i init_done_o— DDR Density (per Channel) 8Gh
DDR Bus Width 32
—rst_n_i Irq_o— Number of Ranks 1
p"_IOCk_O— Number of DDR Clocks 2
~ Local Data Bus
sclk_of—
trn_err_o—
Data Width 32
ddr mc 1D Width 6
Maximum Burst Length 256
Write Ordering Queues 2
Read Ordering Queues 2
Enable Local Bus Clack
a o Enable APE I/F
User Guide Mo DRC issues are found.

Figure 2.22. DDR Memory Controller IP Configuration — General
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v, Module/IP Block Wizard
Configure Component from IP ddr_mc Version 2.6.1
Set the following parameters to configure this component.
Diagram system_lpddrd_mc Cenfigure [P
“|  General Memory Device Timing Training Settings Example Design
Property Value
+ Training Settings
DDR Clock Delay Value [0 - 20] 4
systemilpddr47mc DDR Clock Delay Value Incr/Decr =
S Delay Value [0-20] 0
ddr_ca_o[5:0)m 5 Delay Value Incr/Decr =
Address Control Delay Value [0 - 20] ]
ddr_ck_o['I:U - Address Control Delay Value Incr/Decr =
ddr cke O[OZO - Memory CA_Vref Value for RankD [0- 114] |25
Memory DO_Vref Value for Rank0 [0- 114] | 25
_EAPB*SG ddr_cs_o[0:0= MC DQS GrpD Vref Value [0 - 127] 40
_EAXLSO ddr_dmi_io[3:0 = MC DQS Grp1 Vref Value [0 - 127] 40
. . MC DG5S Grp2 Vref Value [0 -127] 40
—pclk_i ddr_dqg_io[37:0]= e
MC DQS Grp3 Vref Value [0 -127] 40
—iplLrefclk_i ddr_dgs_io[3:0]m= ~ MC I/O Settings
. CK/CS Slew Rat FAST
—{pl_rst_n_i ddr_reset_n_of— e
Command Address Slew Rate FAST
—preset_n_i init_done_of— DS Slew Rate FAST
rst i irq_ol— DQ/DMI Slew Rate FAST
MC CA Qutput Impedance 34 Ohm
pll_lock_o— MC DQ Output Impedance 34 Ohm
sclk ol— MC ODT Value 60 Ohm
~ Memory ODT Settings
trn_err_o— CA_ODT Value RZQ/2
DQ_OD0T Value RZCQ/4
ddr_mc 50C_ODT Value RZQ/6
CK_ODT Override Enable
CS5_ODT Qverride Enable
CA_ODT Override Disable
ODT-C5/CA/CLK Disable
7 o m Pull-Down Drive Strength RZQ/6
User Guide Mo DRC issues are found.

Figure 2.23. DDR Memory Controller IP Configuration — Training Settings

2.5.6. Octal SPI Controller

The Octal SPI is an eight tri-state data line serial interface that is commonly used to store, program, erase, and read SPI
flash memories. Octal SPI enhances the throughput of a standard SPI by eight times since eight bits are transferred
every cycle. In GSRD, Quad SPI flash is used to store application software and bitstreams for both Primary and Golden
systems. Hence, the Octal SPI Controller IP is configured in a four tri state data line serial interface.

For more information about the IP core including register map information, refer to Octal SPI Controller IP User Guide
(FPGA-IPUG-02273).
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4w Module/IP Block Wizard

Configure Component from IP octal_spi_controller Version 1.3.0
Set the following parameters to configure this component.

Diagram system_ospi_fc

system_ospi_fc

INT
EAXM_SUB E
spi_cs_n_o[0:0]
cli_i
. spi_dt_io[3:0]
rst_n_i
spi_sck_t

octal_spi_controller

4 3
User Guide

Configure IP
General Flash Device Canfig DEBUG: IP Parameters
Property Value =
5Pl Protocol Custom

Sy;tem Clock Frequanq,r (MHZ] [1-200]

Interface AXl4
MNumber of outstanding request [1 - 16] 4
AXl4 Bus ID Width [1-12] 6
FIFQ depth 512
FIFO Implementation EBR

Default LSBF value
Default CPOL value

Default CPHA value 0 -
1 3

Mo DRC issues are found.

Figure 2.24. Octal SPI Controller IP Configuration — General

“ Module/1P Block Wizard

Configure Component from IP octal_spi_controller Version 1.3.0
Set the following parameters to configure this compeonent.

Diagram system_ospi_fc

system_ospi_fc

INTE

spi_cs_n_o[0:0]
spi_dt_io[3:0]

EAXM_SUB

clic_i

rst_n_i .
spi_sck_

octal_spi_controller

4 »

User Guide

Cenfigure IP
General Flash Device Config DEBUG: IP Parameters
Property Value =

Default Endianness value 0
Default Non-blocking Tk FIFO 0
Default Mon-blocking R FIFO 0
Minimurn Timing (number of 5P| clock): CS assert to SCK [0 - 15] 2
Minimurn Timing (number of 5Pl clock): SCK to C5 deassert [0- 13] 2
Minimurn Timing (number of 5P| clock): C5 deassert to C5 assert [0-15] | 2

EnabIETargetAddress Map
Enable Command Processing
Max number of data lanes

Mazx number of SPI Target [1 - 32]
Include FIFQ

< 1< HamllE-J] < |

Pregrammable SCK Divider
Pregrammable LSBF

Pragrammable CPOL -
4 ¥

Mo DRC issues are found.

Figure 2.25. Octal SPI Controller IP Configuration — General
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4, Module/IP Block Wizard

Diagram systern_ospi_fc

system_ospi_fc

EAXM_SU B INTE

spi_cs_n_o[0:0]
clk_i
. spi_dt_io[3:0]
rst_n_i
spi_sck_o

octal_spi_controller

4

User Guide

Configure Component from IP octal_spi_controller Version 1.3.0
Set the following parameters to configure this component.

Configure IP
General Flash Device Config DEBUG: IP Parameters
Property Value

Programmable CPOL
Programmable CPHA
Programmable Cormnmand Code ]
Programmable Non-blocking FIFO setting =
Target Address up to 64b
Enable Target Reset Pin
= |0 Primitive
Include IO Primitive %]
~ Memory Map Configuration

Enable Full CSR Address Deceding

~ Optional Debug Registers
Enable T« FIFO free space count
Enable Rx FIFO available data count
Enable Generic Command Packet Counter

Enable Supported Command Packet Counter

4

MNe DRC issues are found.

Figure 2.26. Octal SPI Controller IP Configuration — General

2.5.7. Tri-Speed Ethernet MAC + RGMII

The Tri-Speed Ethernet (TSE) IP solution consists of the TSE IP Media Access Controller (MAC) core and the RGMII
interface. The TSE IP is a complex core containing all the necessary logic, interfacing, and clocking infrastructure to
allow integrating an external industry-standard Ethernet PHY with an internal processor, with minimal overhead. The

Avant-E GSRD supports 1 Gbps network interface as per the IEEE 802.3 standard.

For more information about the IP core including register map information, refer to Tri-Speed Ethernet MAC IP User

Guide (FPGA-IPUG-02084).
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4 Module/IP Block Wizard

Configure Component from IP tse_mac Version 2.1.0
Set the following parameters to configure this component.

Diagram eth_tse_mac Configure IP
eth_tse_mac Property Value
AXIS_M ~ General
INT Select IP Option MAC only
_@.Pa_s:' cpu_if_gbit_en_g| + Confi i
1550 d
-m N mae-En Select MAC Operating Option | RGMII
=[§pmoie mdo,
Host Interface APB

—fclki rgmiLne_clk_en s
Include MIIM Medule B=

Statistics Counter Registers

eoli rgmi_nec_speed_o[20

—fors i rgmil_te_clk_en s

—Jignore_pkt_i rgmii_tc_ctl_ ~ RGMII Timing Consideration
—{mdii rgmi_ted_o[30 Enable FRGA delay for TX
—freset_n_i r_eofs
Enable FPGA delay for RX
= rgmin el i TX_EMor_f
. . FPGA delay steps for RX 150
—{rgrnil_re_ctli x_fifo_emor_
e rgrmi_red_i[3:0] nostat_ vector_o[31:0
—frgrii_tx_clk_i m_staten,_
—{ b fifoctrli e_discfrm_o)
v sndpausreq i b done_g|
=y t_znd paustim_i[15:0] te_macrezd_o
te_staten_of
e _statvec_o[310]
tse_mac
-
4 .3
User Guide Mo DRC issues are found.

Figure 2.27. TSE IP Configuration

2.5.8. Scatter-Gather DMA Controller

The SGDMA Controller IP core is used to access the main memory independent of the CPU processor. It offloads
processor intervention. The processor initiates transfer to SGDMA Controller and receive interrupt on completion of
the transfer by the DMA engine. The core implements a configurable, AXI4-compliant DMA controller with scatter-
gather capability. It also implements the AXI4-Stream interface to support stream data from TSE MAC. The APB CSR
interface is used to configure the control and status registers by the RISC-V CPU.

For more information about the IP core including register map information, refer to SGDMA Controller IP User Guide
(FPGA-IPUG-02131).

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

FPGA-RD-02324-1.1

32


http://www.latticesemi.com/legal
https://www.latticesemi.com/view_document?document_id=53094
https://www.latticesemi.com/view_document?document_id=53094

Golden System Reference Design and Demo User Guide v2.0 for Avant-E Devices

Reference Design

= LATTICE

4, Module/IP Block Wizard

Configure Component from IP sgdma Version 2.5.0

Set the following parameters to configure this component.

Diagram eth_sgdma
eth_sgdma
—Feee
AXI4S_TXH =
—HBAa4s_Rx X
) AXI4_BD_MJHH—
—apb_pclk_i
) AXI4_MOH =
—{apb_presetn_i
MM2S_IRGHH =
i s2mMM_IRGH
—rstn B
sgdma
4 »
User Guide

Configure [P

Property

~ SGDMA Setting

Enable Separate Clock Damains for AX14-5 Transmitter and Receiver

SGMDA CSR Register Acccess Interface Type
AX Data Width:

AX] Address Width:

A D Width: [1-8]

AX| Strearn Data Width:

AX] Stream TDEST Width: [1-4]

AX| Stream TID Width: [1-4]

Memaory Map to Stream FIFO Depth:

Strearn to Memory Map FIFO Depth:

Mo DRC issues are found.

Value

2.5.9. UART

Figure 2.28. SGDMA Controller IP Configuration

The Universal Asynchronous Receiver/Transmitted (UART) Transceiver IP core performs serial-to-parallel conversion of
data characters received from a peripheral UART device and parallel-to-serial conversion of data characters received
from the host locater insider the FPGA through an APB interface.

For more information about the IP core including register map information, refer to UART IP User Guide (FPGA-IPUG-

02105)

&% Module/IP Block Wizard

Configure Component from IP uart Version 1.4.0

Diagram system_uart

Set the following parameters to configure this component.

Configure IP

Property Value

~ General

System Clock Frequency (MHz) [2 - 200] 100

system uart Serial Data Width 8
Y = Stop Bits 1
Parity Enable
[4}PB_S0
clk_i
- ~ Baud Rate
rst n i txd o Baud Rate Type Standard
. UART Standard Baud Rate 115200
rxd_i
= UART Feature Enables
uart FIFQ Enable
Rx Ready Enable
Tx Ready Enable
4
User Guide Mo DRC issues are found.

Figure 2.29. UART IP Configuration
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2.5.10. GPIO

The General-Purpose Input/Output (GPIO) peripheral IP provides dedicated memory-mapped interface to configure the
GPIO ports as well as the number of input and output ports.

For more information about the IP core including register map information, refer to GPIO IP User Guide (FPGA-IPUG-
02076).

. Module/1P Block Wizard X

Configure Component from IP gpio Version 1.8.0
Set the following parameters to configure this component.

Diagram system_gpic Configure IP
Property Value
~ General
Mumber of I/0 Lines [1-32] g

Rermnove Tri-5tate Buffer

Initial Qutput Value (hex) [0 - FFFFFFFF] O

system_gpio
y _g p 13 Direction (hex) [0 - FFFFFFFF] FF

— ‘ PB_SO |NT Interface APB

ki o
‘ gpio_io[7:0]
—resetn_|
gpio
4 3
User Guide No DRC issues are found.

Figure 2.30. GPIO IP Configuration

2.5.11. Multi-Boot Configuration Module

The Multi-Boot Configuration is used to trigger an internal FPGA REFRESH/PROGRAMN command to LMMI logic. This IP
implements an APB endpoint which decodes the RISC-V CPU command data. The LMMI host FSM used inside IP to
execute the soft reset to load the next or alternate bitstream and application software data onto the FPGA.
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4, Module/IP Block Wizard

Diagram dual_boot_fpga_config

dual_boot_fpga_config

EAP B_SO

pclk_i

config_active

rstn i

fpga_multiboot_config

Configure Component from Module fpga_multiboot_config Version 1.0.0
Set the following parameters te configure this component.

Configure [P
Property Value

~ General
SIM[0 --=> SYNTHESIS and 1 --» SIMULATION] | O

Mo DRC issues are found.

Figure 2.31. Multi-Boot Module Configuration

2.5.12. System Memory

The System Memory implements EBR or Distributed Memory in either single port or dual port AHB-L or AXI4
subordinate. In GSRD, System Memory is configured with EBR as the memory type and single port AX14 as the interface.
The System Memory in this design is used to store the bootloader. The System Memory size is 256 kB.

For more information about the IP, refer to System Memory IP User Guide (FPGA-IPUG-02073).

%

Diagram system_boot_mem

Configure Component from Module system_memory Version 2.4.0
Set the following parameters to configure this companent.

axi_resetn_i

system_memory

system_boot_mem

sto

axi_aclk_i

Configure IP
M General Port S0 Settings

Property Value

~ General
Interface AXA
Memery Address Depth [1- 114688] 63536
Data Bus Width(bits) 2
Memary Type LRAM
Port Count 1
AXl4 1D Width 6

T Data Streamer

Enable Data Streamer

~ Initialization

Initialize Memory

Mo DRC issues are found.

Port 51 Settings

Figure 2.32. System Memory IP Configuration — General
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“n

Diagram system_boot_mem

Configure Component from Module system_memory Version 2.4.0
Set the following parameters to configure this compeonent.

Configure IP

system_boot_mem

[HHAxI_s0

axi_aclk i

axi_resetn i

system_memory

General
Property

~ Port 50 Settings
Enable Port 50 Memory Core Output Register [

Port 50 Settings

Value

Access Type for Port 50 RAW

Mo DRC issues are found.

Port 51 Settings

Figure 2.33. System Memory IP Configuration — Port SO Settings

The PLL IP is used to generate multiple clocks used in the system. There are two PLL instances used in GSRD, system_pll

and eth_tx_pll.

For more information about the IP, refer to Avant PLL Module User Guide (FPGA-IPUG-02220).

4y, Module/IP Block Wizard

‘Configure Component from Module pll Version 2.6.1

Set the following parameters to configure this component.

Diagram systern_pll

system_pll
EEEE—
clkop_o}—
clkos2_ol—
—Jclki_i
clkos3_ol—
—rstn_i
clkos_ol—
lock_ol—
00000/

Configure IP
General Simulation

Property

Optional Ports

~ General

Set Maximum Error Option

Set Mumber of Clock Qutputs [1-7]
Enable Fractional Accumulation (Dithering)
Enable Spread Spectrum Clock Generation

Synchronize CLKOUT Enable to CLKOP

~ Reference Clock
Reference Clock: Frequency (MHz) [10 - 800]

~ Feedback
Select Feedback Clock:

No DRC issues are found.

DEBUG: PLL Parameters

Value

Use specified tolerance value

4

123

Internal VCO

-

Figure 2.34. PLL IP Configuration -General for system_pl|

www.latticesemi.com/legal


http://www.latticesemi.com/legal
https://www.latticesemi.com/view_document?document_id=53670

= LATTICE

ny

Configure Component from Module pll Version 2.6.1

Set the following parameters to configure this component.

Diagram system_pll

system_pll
e N
clkop_of—
clkos2_ol—
—clki_i
clkos3_ol—
—rstn_i
clkos_ol—
lock_of—
\ J
pll

Configure [P

General Simulation

Property

Optional Ports

~ Clock Output 0

CLKOUT 0: Port Mame
CLKOUT 0: Bypass
CLKOUT 0: Desired Frequency Value (MHz) [15.625 - 1250]

CLKOUT 0: Tolerance (%) [0-10]

CLKOUT 0: Static Phase Shift (Degrees)

~ Clock Output 1

CLKOUT 1: Port Name
CLKOUT 1: Bypass
CLKOUT 1: Desired Frequency Value (MHz) [15.625 - 1250]

CLKQUT 1: Tolerance (%) [0 - 10]

CLKQUT 1: Static Phase Shift (Degrees)

Mo DRC issues are found.

DEBUG: PLL Parameters

Value

CLKOP

200

CLKOS

16,384

0.2

Figure 2.35. PLL IP Configuration — General for system_plI

%, Module/IP Block Wizard

Configure Component from Module pll Version 2.6.1

Set the following parameters to configure this component.

Diagram system_pll

system_pll
'4 ™
clkop_ol—
clkos2_ol—
—{clki_i
clkos3 ol—
—rstn_i
clkos_o}—
lock_of—
A S
pll

Configure [P

General Simulation

Property

Optional Ports

~ Clock Output 2

CLKOUT 2: Port Mame

CLKOUT 2: Bypass

CLKOUT 2: Desired Frequency Value (MHz) [15.625 - 1250]

CLEQOUT 2: Tolerance (%) [0 - 10]

CLEOUT 2: Static Phase Shift (Degrees)

~ Clock Output 3

CLEQOUT 3: Port Name
CLKOUT 3: Bypass
CLKOUT 3: Desired Frequency Value (MHz) [15.625 - 1250]

CLKQOUT 3: Tolerance (35) [0-10]

CLKOUT 3: Static Phase Shift (Degrees)

Ne DRC issues are found.

DEBUG: PLL Parameters

Value

CLKOS2

100

CLEOS2

200

Figure 2.36. PLL IP Configuration — General for system_pll
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1%, Module/IP Block Wizard X
Configure Component from Module pll Version 2.6.1
Set the following ters to configure this comp .
Diagram system_pll Configure [P
& General Optional Ports Simulation DEBUG: PLL Parameters
Property Value

system_pl|

'd N CLKOUT 0 Enable Port
clko P_O— CLKOUT 1 Enable Part
clkos2_of— CLKOUT 2 Enable Port
—{clki_i
clkos3 ol— CLKOUT 3 Enable Port
—rstn_l
clkos ol— Enable Dynamic Phase Ports
Provide PLL Reset
lock_of—
\_ Y, Provide PLL Lock Signal
pl I Select Register Interface
- Enable Misc Port
A0 il
User Guide Mo DRC issues are found.

Figure 2.37. PLL IP Configuration — Optional Ports for system_pl|

%, Module/IP Block Wizard x
Configure Component from Module pll Version 2.6.1
Setthe i to i this comp
Diagram eth_tx_pll Configure IP
» General Optional Ports Simulation DEBUG: PLL Parameters
Property Value =
TGemenl
Set Minimum YCO Frequency (MHz) 1600
Set Maximum VCO Frequency (MHz) 4000
eth t)( pl I Set Maximum Error Option Use specified tolerance value
— Set Number of Clock Qutputs [1- 7] 1
Enable Fractional Accumulation (Dithering)
CI ki_i C I ko p_o Enable Spread Spectrum Clock Generation O
Synchrenize CLKOUT Enable to CLKOP [
rstn i IOCk ol Select Output Divider Path External Output Divider (1-...
Actua O Frequency 4000
pl I Reference Clock: Frequency (MHz) [10 - 200] 125
Reference Clock: Divider 2 al Yalue [1-64] 1
Phase Detector Frequency ( 25
Select Feedback C
Feedbac ual Divider Value (Float) [2 - 4096]
- Feedback Clock: Divider Value (Integer)
LI e ~ . o _ . B N -
User Guide Mo DRC issues are found.

Figure 2.38. PLL IP Configuration — General for eth_tx_pll
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. Module/IP Block Wizard >
Configure Component from Medule pll Version 2.6.1
Set the following parameters to configure this component.
Diagram eth_tx_pll Configure [P
M General Optional Ports Simulation DEBUG: PLL Parameters
Property Value i
eth_tx_pll
clki_i clkop_o
rstn_i lock_o
CLKOUT 0: Port Mame CLKOPR
pl I CLKOUT 0: Bypass
ue (MHz) [15.625 - 1250] 125
CLKOUT 0: Tolerance (%) [0-10] o
- CLKOUT 0 Static Phase Shift (Degrees) 0
4 3 -
User Guide Mo DRC issues are found.
Figure 2.39. PLL IP Configuration — General for eth_tx_pll
X

% Module/IP Block Wizard

Configure Component from Module pll Version 2.6.1

Set the following parameters to configure this component.

Diagram eth_t«_pll

eth_tx_pll

Configure IP
General Optional Ports Simulation DEBUG: PLL Parameters
Property Value

CLKOUT 0 Enable Port

Enable Dynamic Phase Ports

Provide PLL Reset

Provide PLL Lock Signal

Select Register Interface MNone

Enable Misc Port

clki_i clkop_o
rstn_i lock_o
4 |3 -
User Guide

Mo DRC issues are found.

Figure 2.40. PLL |

2.5.14. Reset Modules

P Configuration — General for eth_tx_pll

= LATTICE

A reset synchronizer module ensures that an asynchronous reset signal is safely brought into a synchronous clock

domain without causing meta

stability or glitches on reset signals.
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Diagram cpu_dk_rst_sync

Configure Component from Module lscc_reset Version 1.0.0
Set the following parameters to configure this component.

Configure IP

cpu_clk_rst_sync

dest_clk

dest_rst

src_rst_ n dest rst n

4

Iscc_reset

“| Property
~ General
Reset Mode
MNumber of Synchronizer Stages [2 - 4]

Simulation Mode

Document

No DRC issues are found.

Value

ASYNC
2

2.5.15. AXIS FIFO Module

Figure 2.41. Reset Module Configuration — General

The AXIS FIFO IP is used to buffer data between two different clock domains while maintaining the AXI stream protocol.

A, Module/IP Block Wizard

Diagram tsemac_tx_axis_fifo

Configure Component from Module axis_fifo Version 1.0.0
Set the fellowing parameters to configure this component.

Configure [P

tsemac_tx_axis_fifo

—EAXMS_S

— m_aclk i

— m_aresetn_i A}(I4S_h@—

General

Property Value

AXI Strearn TDATA Width 8

A Stream TID Width 1

AX| Stream TDEST Width 1

AX] Stream FIFO DEPTH 128
FPGA Frmily LAV-AT

FIFO Resource Inference LuT
Enable or Disable CDC FIFO  ASYMNC

—{s adk_i
—s aresetn i
axis_fifo
. S
User Guide

Mo DRC issues are found.

Figure 2.42. AXIS FIFO Module Configuration — General for tsemac_tx_axis_fifo
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Configure Component from Module axis_fifo Version 1.0.0
Set the following parameters to cenfigure this component.

Diagram tsemac_rx_axis_fifo Configure [P

General

Property Value

AX Stream TDATA Width 3

AKX Stream TID Width 1
tsemac_rx_axis_fifo AXI Stream TDESTWidth 1
AX| Stream FIFODEPTH 128
- EAXMS_S FPGA Fmily LAV-AT
) FIFO Resource Inference LUT
—m_aclk_i Enable or Disable CDC FIFO | ASYNC
—m_aresetn_i AXI4S_I\4£—
—s_aclk i
—s_aresetn_i

axis_fifo

User Guide Mo DRC issues are found.

Figure 2.43. AXIS FIFO Module Configuration — General for tsemac_rx_axis_fifo

2.6. System Level Interfaces

Table 2.5. System Level Interfaces

Top-Level Interface Name SOl el Description
Protocol

Advanced eXtensible Interface 4 AX14 Used for Data/Control Interfaces on all IPs

Advanced Peripheral Interface APB Used as Control Interface for low-speed IP and DDR
Memory Controller

Serial Peripheral Interface SPI Used for communication with external SPI Flash

Dual Data Rate LPDDR4 Used for communication with external LPDDR4 SDRAM

1 Gbps Ethernet RGMII Used for communication with external Ethernet PHY on
FMC daughter card

Management Data Input/Output MDIO Used for configuring the external Ethernet PHY on FMC
daughter card

Universal Asynchronous UART Used for CPU printouts

Receiver/Transmitter

General Purpose I/0 GPIO Used for LED to indicate the RGMII link speed
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SoC Memory/Address Map
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Base Address End Address Size (kB/MB/GB) Subordinate

0x8000_0000 0x8001_FFFF 256 kB System Memory
0x0000_0000 Ox7FFF_FFFF 2GB DDR Memory Controller AXI
0xC000_0000 0xC000_OFFF 4 kB UART APB

0xC000_1000 0xC000_1FFF 4 kB GPIO APB

0xC000_2000 0xCO002_FFF 4 kB Multi-Boot Config APB
0xC000_3000 0xC000_3FFF 4 kB SGDMA Controller APB
0xC000_4000 0xC000_7FFF 16 kB TSE IP APB

0xC000_8000 0xCOO0O_AFFF 12 kB Reserved

0xC000_B000O 0xC000_BFFF 4 kB DDR Memory Controller APB
0xC000_D000 OxC3FF_FFFF - Reserved

0xC400_0000 0xC400_OFFF 4 kB Octal SPI Controller
0xC400_1000 OxF1FF_FFFF — Reserved

CPU Local Memory

0xF200_0000 OxF20F_FFFF 1 MB CLINT

0xFC00_0000 OxFC3F_FFFF 4 MB PLIC

0xFO00_0000 0xFO00_O03FF 1kB Reserved_Spacel
0xFO00_0400 OxF1FF_FFFF 31 MB Reserved_Space2
0xF210_0000 OxFBFF_FFFF 159 MB Reserved_Space3
0xFC40_0000 OxFFFF_FFFF 60 MB Reserved_Space4

2.8. Design Constraints

The design constraints are divided into two parts, Pre-Synthesis (SDC) and Post-Synthesis Physical (PDC) constraints.
They are used to ensure that the design meets the required performance, timing closure, functionality and physical

placement requirements as per the FPGA device.

Table 2.7. Design Constraints

Sr No | Constraint Type File name Comment
1 Clock constraints.sdc Lists all generated clock, created clock used by design.
2 Delay <Project_name>.pdc Lists inter board delay and false path definitions.
3 1/0 <Project_name>.pdc Pin locking of all I/O and I/0 standard matching board requirement.
2.9. Resource Utilization

Figure 2.44 shows the approximate GHRD resource utilization and Table 2.8 shows the total LUT4, PFU register, 1/0
buffer, and EBR resource utilization.
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Map Resource Usage

impI:1
- soc_golden_gsrd
tsemac_tx_axis_fifo_inst
tsemac_rx_axis fifo_inst
system_uart_inst
system_pll_inst
system_ospi_fc_inst
system_lpddrd_mc_inst
system_ic_inst
system_gpio_inst
system_boot_mem_inst
system_apb_ic_inst
sys_clk_rst_sync_inst
riscv_cpu_rx_inst
perip_clk_rst_sync_inst
mac_txclk_rst_sync_inst
mac_mxclk_rst_sync_inst
Ipddrd_sclk_rst_sync_inst
jtaghub_top_inst
eth_tx_pll_inst
eth_tse_mac_inst
eth_sgdma_inst
eth_osc_mdc_inst
dual_boot_fpga_config_inst
cpu_clk_rst_sync_inst
axi_clk_rst_sync_inst
axi4_to_apb_bridge_inst

-

T T T T T T TTETTTTTYTTTYTYTTTYTYTTYT YT Y

LuT4

31474(0)
217(0)
224(0)
661(0)
25(0)
2076(0)
8647(0)
8586(1)
126(0)
1290(0)
133(0)
0(0)
4805(0)
0(0)
0(0)
0(0)
0(0)
39(38)
23(0)
2092(0)
2181(0)
0(0)
59(0)
0(0)
0(0)
290(0)

Lagic
23332(0)
85(0)
92(0)
611(0)
25(0)
1682(0)
6565(0)
5158(1)
126(0)
1214(0)
133(0)
o(0)
4017(0)
olo)
o(0)
0(0)
olo)
27(26)
23(0)
1662(0)
1617(0)
o(0)
53(0)
o(0)
o(0)
242(0)

Distributed RAM

4776(0)
120(0)
120(0)
0(0)
0(0)
192(0)
1152(0)
3186(0)
0(0)
0(0)
0(0)
0(0)
6(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)

Ripple Logic
3366(0)
12(0)
12(0)
50(0)
0(0)
202(0)
930(0)
242(0)
0(0)
7610}
o(0)
0(0)
782(0)
o(o}
0(0)
0(0)
o(o}
12(12)
0(0)
430(0)
564(0)
0(0)
6(0)
0(0)
0(0)
48(0)

PFU Registers.
24408(94)
81(0)
81(0)
608(0)
17(0)
1668(0)
7303(0)
5666(0)
97(0)
669(0)
7(0)
2(0)
3343(0)
2(0)
2(0)
2(0)
2(0)
7171)
17(0}
2395(0)
2007(0)
0(0)
69(0)
2(0)
2(0)
201(0)

10 Registers
2(0)
0(0)
0(0)
1(0)
o(0)
0(0)
olo)
olo)
0(0)
0(0)
olo)
o(0)
0(0)
olo)
o(0)
0(0)
olo)
o(0)
0(0)
olo)
o(0)
0(0)
1(0)
o(0)
0(0)
olo)

10 Buffers

95(30)
0(0)
0(0)
o(0)
0(0)
4(0)
49(0)
0(0)
8(0)
0(0)
0(0)
0(0)
0(0)
o0(0)
0(0)
0(0)
o0(0)
4(4)
0(0)
o(0)
0(0)
0(0)
o(0)
0(0)
0(0)
o(0)

DSP MULT
4(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
4(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)

EBR

106(0)
0(0)
0(0)
0(0)
0(0)
2(0)
25(0)
0(0)
0(0)
64(0)
0(0)
0(0)
7(0)
0(0)
0(0)
0(0)
0(0)
0(0)
0(0)
4(0)
4(0)
0(0)
0(0)
0(0)
0(0)
0(0)

Table 2.8. GSRD Total Approximate Resource Utilization

Figure 2.44. GHRD Approximate Resource Utilization

Resource Approximate Usage Approximate Percentage
Utilization

LUT4 (Logic + Distributed RAM + Ripple Logic) 31474 7.919%

PFU Register 24408 6.141%

I/0 Buffers 95 17.056%

EBR 106 10.707%
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Table 3.1 shows the input/output interface signals for the top-level module.

Table 3.1. Top-level I/0

Signal Name 1/0 Type 1/0 Width | Description
system_pll_clk_i Input 1 Reference clock input for internal PLLs
Ipddrd_pll_refclk_i Input 1 Reference clock input for DDR Memory Controller internal PLL
system_rstn_i Input 1 ﬁﬁiit\;enlz\r/]vtr::icoigrzlft for design. Activate by pressing SW1 push
GPIO
gpio_o Input/Output 8 General Purpose 1/0 signals connect to LEDs on board.
gpio_o[1:0] (LED D23:D22)
00, 01 and 11: Not defined
10: 1000 Mbps. D23 = ON, D22 = OFF
gpio_o[7:2] are not used
UART
uart_txd_o Output UART transmits output. Connects to the board TXD signal.
uart_rxd_i Input 1 UART receives input. Connects to the board RXD signal.
Octal SPI Controller
ospi_clk Output 1 Serial clock to SPI Flash
ospi_ss_n_o Output SPI Flash chip selects
ospi_dt_io Input/Output 4 Serial data between FPGA and external SPI Flash
LPDDR4 Memory Controller
Ipddrd_ca_o Output 6 LPDDR4 command/address
Ipddrd_ck_o Output 1 LPDDR4 clock
Ipddrd_cke_o Output 1 LPDDR4 clock enable
Ipddrd_cs_o Output 1 LPDDR4 chip select
lpddrd_dmi_io Input/Output 4 LPDDR4 data mask
Ipddr4d_dq_io Input/Output 32 LPDDR4 Data
lpddrd_dqgs_io Input/Output 4 LPDDR4 data strobe
Ipddrd_reset_n_o Output 1 External Memory chip reset signal
Ipddr4_init_done_o Output Connects to LED D12 for LPDDR4 initialization status check
0: Initialization and training are completed. LED = ON
1: Initialization and training are in progress. LED = OFF
lpddrd_pll_lock_o Output 1 Connects to LED D13 for LPDDR4 PLL lock status check
0: PLLis locked. LED = ON
1: PLL is unlocked. LED = OFF
lpddr4_trn_err_o Output 1 Connects to LED D11 LPDDRA4 training status check
0: Training fails. LED = ON
1: Training passes. LED = OFF
RGMII
rgmii_rxd_i Input 4 RGMII receive data from Ethernet PHY
rgmii_rxctl_i Input 1 RGMII receive control from Ethernet PHY
rgmii_rxc_i Input 1 RGMII receive clock from Ethernet PHY
rgmii_txd_o Output 4 RGMII transmit data to Ethernet PHY
rgmii_txctl_i Output 1 RGMIII transmit control to Ethernet PHY
rgmii_txc_i Output 1 RGMII transmit clock to Ethernet PHY
phy_resetn_o Output 1 Ethernet PHY resetn
tx_pll_clk_en_o Output 1 FMC daughter card oscillator enable/disable
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Signal Name | 1/0 Type | 1/0 Width | Description

MDIO

rgmii_mdc Output 1 MDIO Clock

rgmii_mdio Input/Output MDIO Data

Multi-Boot

config_active_o Output 1 Connects to LED D10 to check Multi-Boot Configuration block status

0: Configuration is in progress. LED = ON
1: Configuration is done. LED = OFF
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4. Software Components

The GSRD (Golden System Reference Design) is enabled by RISC-V core based on FreeRTOS and Lattice FPGA IP drivers.
Lattice developed BSP (Board Support Package) drivers in C language act as intermediaries, facilitating communication
between the hardware elements on the FPGA and FreeRTOS software. During boot up, these drivers initialize and
configure FPGA peripherals to establish effective coordination with the RISC-V processor.

Lattice GSRD uses the open-source lightweight TCP/IP (IlwlIP) Ethernet stack. It supports ICMP ping in lwIP TCP/IP
Ethernet stack. This example demonstrates how GSRD receives an ICMP (Internet Control Message Protocol) packet
Echo Request and sends an Echo Reply to the target which is Windows based or Linux based PC. The IP addresses for
both the PC and GSRD are hardcoded to 192.168.1.2 and 192.168.1.4 respectively.

During a ping session, the PC sends out an ICMP echo request packet and wait for an ICMP echo reply from Lattice
GSRD. The request packet is sent with a specific timestamp, and upon receiving a valid ICMP echo reply, the PC
generates metrics such as packet loss, elapsed time, and other relevant data.

4.1. Primary and Golden Bootloader

Bootloader is a bare-metal program that does the following IP configurations:

e  Configures the GPIO and UART IP

e For LPDDR4 Memory Controller configuration, it first reads if the PLL Lock status is set and then initiates Memory
Training and waits until training is completed. Configures the Octal SPI Controller to read the application software
stored into external flash while FIFO is disabled using APl and copies it into LPDDR4 SDRAM. It then calculates the
CRC value on the entire application software copied into LPDDR4 SDRAM by using crc16_ccit() APl and compares
the value with the original CRC value.

e  Failure of the CRC check on the Primary application software triggers reconfiguration of the FPGA with the Golden
FPGA bitstream image. This is done by triggering Multi-Boot Configuration module. This step is only used in
Primary GSRD system.

4.2. Primary and Golden Application

The Primary and Golden applications are implemented in FreeRTOS and IwlIP with the following functions:

e  Executed by RISC-V RX CPU from LPDDR4 SDRAM where it initializes the BSP and Operating System.

e Initialize the TSE IP by setting up the 1000 Mbps Ethernet link speed, MAC address and full duplex mode based on
the selected configuration.

e Configure external Ethernet PHY through MDIO interface.

e  Configure the IwIP with the IP address (default to 192.168.1.4), and setup the netmask and gateway address for
ping connection.

e  Configure the SGDMA Controller MM2S (Memory-Mapped to Streaming) interface for transferring the Ethernet
ping packets to TSE MAC and set up S2MM (Streaming to Memory Mapped) interface to receive ping packets from
the TSE MAC.

e  Runs FreeRTOS scheduler and Task Handler. Every incoming Ethernet ping packet is displayed with some minor
dots’ indicator on the UART terminal.
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5. Theory of Operation

The GSRD system comprises two SoCs (System on Chip) designs and corresponding software stacks, called as Primary
and Golden images. Each SoC design is linked with its respective bootloader and FreeRTOS application software. These
SoCs are built using Lattice Propel Builder, and Lattice Radiant software tools. The Lattice Propel SDK provides a
software development environment for firmware development. The FPGA image comprises the entire system and is
generated by the Radiant tool in the (.bit) bitstream format. The bootloader code is stored inside the System Memory
and is part of the bitstream. The bitstream and the FreeRTOS application software are stored in the external SPI Flash
(Winbond).

During power-on, the Primary FPGA image is loaded into the device SRAM by the Config Engine. Before the device is
completely programmed with the bitstream, the config engine checks the CRC (Cyclic Redundancy Check) for the
bitstream to be loaded onto the FPGA. Once the FPGA is configured, the DONE LED on the board glows green.
Immediately, the RISC-V starts executing the bootloader software stored inside System Memory and initializes all the
soft-IP modules and peripherals to establish a base for communication and data transfers. This process includes
configuring the IPs for the desired system operation. After all the IP configuration is complete, RISC-V initiates the Octal
SPI Controller to copy the FreeRTOS application software from external SPI Flash into the external LPDDR4 memory
device for software execution. Once the application software is copied, the RISC-V checks the CRC on the entire copied
application software. If the CRC check fails, RISC-V initiates a soft reset/refresh by instructing the multi-boot
configuration module to start the PROGRAMN sequence. The PROGRAMN sequence loads the next bitstream into the
FPGA which in this case would be the Golden FPGA and software images, and the same process follows. Once CRC
check passes for either Primary or Golden application software, the RISC-V program counter jumps to the application
instruction’s starting address and starts the FreeRTOS application software execution.

5.1. Boot-Up Sequence

This section describes the RISC-V RX CPU boot up sequence in detail that configures IP drivers, operating modes and

bootloader.

e The Golden and Primary application software binaries and their FPGA bitstream images are stored in external SPI
Flash before the boot up sequence is initiated.

e The initial bootloader is a part of the internal System Memory ROM embedded into the FPGA bitstream stored into
the external SPI Flash. Upon power-on boot up, the Primary bitstream is loaded to the SRAM by Config Engine to
configure the FPGA. Then, the bootloader configures the peripherals and GSRD building blocks such as UART, GPIO,
LPDDR4 Memory Controller and Octal SPI Controller.

e The bootloader fetches the respective Primary application software through the Octal SPI Controller into System
Memory.

e Asthe application software needs to be executed from external memory, the RISC-V CPU loads the application
software into LPDDR4 memory device.

e This application software is stored at the beginning of the LPDDR4 memory mapped address. After the application
software is loaded, the RISC-V CPU calculates the CRC of the application code in LPDDRA4.

e The CRC of the application software in LPDDR4 memory device is calculated and validated against the reference
CRC embedded in SPI flash.

e If the calculated CRC matches the reference CRC, the RISC-V CPU jumps to FreeRTOS execution in LPDDR4 memory
device.

e |f the calculated CRC mismatches the reference CRC, the RISC-V CPU issues a FPGA REFRESH command to load the
Golden bitstream and application software from the SPI Flash.

e Octal SPI Controller performs a self-diagnostic check for read, write and erase operations. Refer to Appendix D.
Using Octal SPI Controller for Read, Write, and Erase Self-Diagnostic Check (FreeRTOS Application Software)for
more information.

e  FreeRTOS initializes SGDMA Controller, TSE IP, and uses MDIO interface of TSE IP to configure external PHY for
Ethernet connection.

e LwlP is enabled with the configuration in TSE IP for Ethernet connection.

e  FreeRTOS executes the task scheduler.
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Figure 5.1. GSRD Boot-Up Sequence
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5.2. Data Movement
This section describes the RISC-V RX CPU FreeRTOS application software execution in detail.

Upon the execution of the correct Primary or Golden application software from LPDDR4 SDRAM, the building
blocks mentioned earlier are up and running with their associated drivers. For example, if any Ethernet data is
expected to arrive, the RISC-V CPU sets up the SGDMA Controller accordingly with receive buffer’s address, data
length and other configuration modes to route the incoming Ethernet packets.

When the Ethernet frame is received by the TSE IP, it forwards it to SGDMA Controller to transfer the data to
receive buffer in LPDDR4 SDRAM.

When data is written into the LPDDR4 SDRAM, SGDMA Controller triggers interrupt to RISC-V CPU to acknowledge
the data transfer is completed. RISC-V CPU then clears the SGDMA Controller’s interrupt status.

Once interrupt is serviced, the RISC-V goes back to the main task scheduler to execute the next task.

< AXI Bus .| Memory | |I/O | DDR/
Controller LPDDR
RISC-V |AXI Bus
RX il L
Data Flow In

AXI Interconnect

AXI Bus

< AX| Bus » SGDMA TSEMAC  «—'/O%  Ryas

Figure 5.2. Ethernet Data RX Flow

For outgoing data, data is fetched from a location inside LPDDR4 SDRAM by RISC-V CPU. The SGDMA Controller
transfers the data to TSE IP for transmission outside the FPGA.
When no data activity occurs over Ethernet, the RISC-V CPU continues running idle task in FreeRTOS.

AXI Bus Memory |  |I/O | DDR/
Controller | "| LPDDR

RISC-V |AXI Bus
RX |

AXl Interconnect
Data Flow Out

Bl TsemAC [« /O Riss

< AXI Bus » SGDMA

Figure 5.3. Ethernet Data TX Flow
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6. Running the GSRD Demonstration

This section describes the procedure for running the GSRD demonstration using the pre-built executables and binary
files in the design package. You can skip this chapter if you do not want to run the GSRD demonstration or reference
design on hardware.

6.1. Executables
This section provides the directory structure, file names and locations of the executables (SPI Flash) required for
running the GSRD demonstration. Your Avant-E Evaluation Board has Winbond flash device as stated in Table 6.1.

Table 6.1. Supported Flash Devices
Board Flash Device
Avant-E Evaluation Board Winbond W25Q512)V

e Download the design package from the Lattice Semiconductor website. Go to Design File in the GHRD/GSRD
Demonstration, download the Avant-E Golden System Reference Design and Demo V2.0 — Bitstream file.

e Unzip the .zip file to your local directory, for example to <C:\user_workspace>.

e The extracted directory has the following executables listed in Table 6.2.

Below are the bitstreams and software image binaries for programming the FPGA.

Table 6.2. Executable Files for Winbond Flash

File Description File Name Starting Address in SPI Flash
Primary Software with CRC c_primary_appcrc.bin 0x028A 0000
Primary FPGA Bitstream soc_primary_gsrd_impl_1.bit 0x0000 0000
Golden Software with CRC c_golden_appcrc.bin 0x0280 0000
Golden FPGA Bitstream soc_golden_gsrd_impl_1.bit 0x0000 0000
Multi-Boot MCS File (Golden + Primary Bitstream) multiboot_system.mcs 0x0000 0000

6.2. Setting Up the Hardware
This section provides the procedure for setting up the Avant-E Evaluation board for GSRD demonstration as shown in
Figure 6.1, Figure 6.2, and Figure 6.3.
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FMC1 Connector : & L : : : LPDDR4 Memory
Avant FPGA Platform Manager 2
Main Power Switch
DIP Switch
12 V DC Power Jack
1/0 Extended Area
Push Buttons FMC2 Connector
Figure 6.1. Avant-E Evaluation Board
JP1 JP2 SW7
Mini USB Type-A Cable
SW6 Switch

12 V Power Adapter

SW2
Swi

Ethernet FMC Daughter Card

Figure 6.2. Connections, Jumpers and Switches Needed for Demonstration
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Figure 6.3. Ethernet PHY FMC Card

To set up the hardware, perform the following:

1. Connect the 12 V power adapter to J50 DC input supply jack.

2. Connect the Mini-USB Type-A cable from PC to J2.

3. Connect jumpers on Pin 1 and Pin 2 on both JP1 and JP2 headers to enable UART.
4

Align and carefully install the Ethernet FMC daughter card onto J54 connector. Secure the card by installing 2
screws to the standoff of the card from the back side of the evaluation board.

Connect the Ethernet RJ45 cable from the host PC cable to the Port 3 of FMC daughter card.
For executables programming, switch SW7 to JTAG mode.

d

Turn on power switch SW6.

Notes:
e SW1is the FPGA Reset push button to reset the GSRD design.
e SW2is the FPGA PROGRAMN push button to switch between Primary and Golden GSRD manually.

6.3. Setting Up the UART Terminal

The software code during the GSRD demonstration displays messages on the terminal through the UART interface.
To set up the UART terminal, perform the following:

1. Connect the Lattice Avant-E Evaluation board to the PC/Laptop using USB Type-A UART cable.

2. Open Propel SDK tool.

3. Double-click on the terminal icon shown in Figure 6.4.
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There are no projects in your workspace. There is no active editor that provides
To add a project: an outline.
% Create a ne
£ Problems &) Tasks| & Console X . T Properties 4 Terminal D Me=0
No consoles to display at this time.

Figure 6.4. UART Terminal Icon on Propel SDK Window

4. Select Serial Terminal as shown in Figure 6.5. In Serial port dropdown list, select the last COM in the list as shown
in Figure 6.6.
Note: This detail can also be found under the Ports (COM and LPT) section on your local PC, under Device
Manager. The COM port number can be different. If a USB port does not work, try a different USB port.

= E—
% Launch Termina O =
Choose terminal: | Serial Terminal ~
Settings
Serial port:| COM10 .
Baud rate: | 115200 .
Data size: 8 ~
Parity: None w
Stop bits: |1 w
Encoding: Default (1I50-8859-1) o
@ Cancel

Figure 6.5. UART Launch Terminal Window
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@ Mice and other pointing devices
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& USB Serial Port (COMS)
™ Print queues
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!t Software components
B Software devices
I Sound, video and game controllers
& Storage controllers

Set Baud rate to 115200.

Figure 6.6. Device Manager Window on PC

Setting Up the Non-Volatile Memory Register

For the GSRD design on Lattice Avant-E Evaluation Boards, you need to ensure the settings of the One-Time-
Programmable Non-Volatile Configuration Memory. You may skip this section if you have already taken this step
before. Otherwise, perform a one-time step by JTAG to modify the default MSPI addressing mode from 24-bit to 32-bit.
This is necessary for the multi-boot feature to function properly.

For more information, refer to Appendix A. Changing the SPIM Settings in the NV Register.

6.5.

Programming Standalone Golden or Primary GSRD Bitstream and Application
Software

To program the standalone golden or primary GSRD bitstream and application software, perform the following:

1.

Connect the Avant-E Evaluation Board to a PC using USB cable as per the hardware setup mentioned in Setting Up
the Hardware section. Make sure jumpers at JP1 and JP2 are installed properly.

Keep SW7 in JTAG mode.
Power-on the board.

Launch Lattice Programmer tool. In the Getting Started dialog box, select Create a new blank project. Browse to
the Project Location on your local machine. In this case, it can be the same folder as the downloaded executables
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Lattice Radiant Software 2025.1

\9 Install&Uninstall Cable Drivers

-+
| IP Packager

0 Power Calculator

- Questa Lattice Edition

Radiant Programmer

Radiant Software

¢ Radiant Software Help

Release Notes

“>  synplify Pro for Lattice

E} TCL Console

Figure 6.7. Launch Radiant Programmer from Windows Start

u Radiant Programmer - Getting Started X
New Project:
Project Name:  GSRD
Project Lacation:  C:/Work/test ~ | Browse..
O Create a new project from a scan
Cable: ~ | Port: ~ Detect Cable
TCK Divider Setting (0-30x): 1015
O Create 3 new blank project
Open Project:
() Open an existing programmer project
C:/Work/test/GSRD.xcf Browse...
OK Cancel
Figure 6.8. Radiant Programmer Start Window
5. Click OK.
£ Radiant Programmer - GSRD.xcf * — O X
File Edit View Run Tools Help
P2 B0 R DS
Enable Status Device Vendor Device Family Device Operation Cable Setup g X
1 Generic JTAG Device JTAG-NOP Bypass Cable Settings
Detect Cable
Cable: HW-USBN-28 (FTDI) ~
Port: FTUSE-D ~
Custom part:
Programming Speed Settings
v
< ||« >
Fa A w

Figure 6.9. Radiant Programmer. xcf Window

6. If the Device Family shows as Generic JTAG Device, click Scan Device, as shown in Figure 6.10, to update the
Device Family information automatically.
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u Radiant Programmer - impl_1.xcf *
Eile Edit Yiew Run Tools Help

e G B S
‘ Enable Statu| Scan Device hdor

Figure 6.10. Scan Device Icon on Radiant Programmer

Device Family

“ Radiant Programmer - Untitled.xcf *
File Edit View Run Tools Help

PHERBEE B0 B
Enable Status Device Vendor Device Family Device Operation
1 Lattice LAV-AT LAV-AT-ET0 Fast Configuration

Figure 6.11. Select Device for Programming

7. Click on the highlighted item under the Device field to un-highlight it as shown in Figure 6.12.

a Radiant Programmer - Untitled.xcf *
File Edit WView Run Tools Help

PEH 2 8@ @ G v E
Enable Status Device Vendor Device Family Device Operation
1 Lattice LAV-AT LAV-AT-E7Q Fast Configuration

Figure 6.12. Device Selected for Programmer

8. Double-click on the Operation tab or right-click and select Device Properties.

General Device Information

Device Operation

Target Memory: Configuration Random Access Memory (CRAM) ~

Configuration Random Access Memory (CRAM)
Mon Volatile Configuration Memory
External SPI Flash Memory (SPI FLASH)

Port Interface:

Access Mode:

Operation: Fast Configuration ~
Programming Options
Programming file:
oK Cancel

a LAV-AT - LAV-AT-E70 - Device Properties - ] X

Figure 6.13. Select the Target Memory for Programming — SPI Flash

9. Before programming, you need to erase the entire SPI Flash Memory by applying the settings shown in Figure 6.14.
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{l LAV-AT - LAV-AT-E70 - Device Properties - O X
General Device Information
Device Operation
Target Memory: External SPI Flash Memory (SPI FLASH) v
Port Interface: JTAG25PI ™
Access Mode: Direct Programming v
Operation: Erase All v
SPI Flash Options
Family: SPI Serial Flash ~
Vendor: WinBond v
Device: W25Q512)V ~
Package: 8-pad WSON &2
SPI Programming
Data file size (Bytes): 0 Load from File
Start address (Hex): 0x00000000
End address (Hex): 0x03FFO00Q
(] Turn off addresses auto updating
("] Erase SPI part on programming error
Secure SPI flash golden pattern sectors
OK Cancel

Figure 6.14. Device Properties to Erase the Winbond SPI Flash

10. Click OK and click on the Program Device Icon or the menu item, Run > Program Device. This erases the entire
Flash Memory. Wait for the process to be completed.

u Radiant Programmer - impl_1_T.xcf *

File Edit Wiew FRun Tools Help
P < BRR &8
Enable 5Status  Device Vendor | Program Device h

Figure 6.15. Program Button to Program the SPI Flash
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Output
INFO <85021294:> - Devicel LAV-AT-E70: W25Q512JV: Erase All

Initializing...

|DCode Checking...

Enter 4-Byte mode...

Enabling...

Erasing All...

Disabling...

INFO «85021399: - Execution time: 03 min : 22 sec
INFO «85021371= - Elapsed time: 03 min ; 22 sec

INFO <85021373> - Operation: successful.

Output Tcl Console

Figure 6.16. Output After Erase All

11. Power cycle the Avant-E Evaluation Board.
12. Erase the FPGA CRAM. Click OK.

General

Target Memory:

a LAV-AT - LAV-AT-E70 - Device Properties -

Device Information

Device Operation

Port Interface: JTAG
Access Mode: Direct Programming
QOperation: Erase Only

Configuration Random Access Memory (CRAM)

4

Figure 6.17. Erase Only Operation for CRAM Programming

13. To program the c_golden_appcrc.bin file into the SPI Flash, follow the settings as shown in Figure 6.18.

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

FPGA-RD-02324-1.1

58


http://www.latticesemi.com/legal

Golden System. Reference Design and Demo User Guide v2.0 for Avant-E Devices :..LATT’CE
Reference Design

a LAV-AT - LAV-AT-E70 - Device Properties — O x

General Device Information

Device Operation

Target Memory: External SPI Flash Memory (SPI FLASH) v
Port Interface: JTAGZ25PI 7
Access Mode: Direct Programming A
Operation: Erase Program ~

Programming Options

Programming file: /gsrd/beta/avant/c_golden_app/Debug/c_golden_appcrc.bin

SPI Flash Options

Family: SPI Serial Flash ~
Vendor: WinBond ~
Device: W25Q512V ~
Package: 8-pad WSON 7

SPI Programming

Data file size (Bytes): 262144 Load from File
Start address (Hex): 002800000 w
End address (Hex): 0w02830000 w

(] Turn off addresses auto updating
("] Erase SPI part on programming error

Secure SPI flash golden pattern sectors

oK Cancel

Figure 6.18. Device Properties to Program the Winbond SPI Flash

14. Click OK
15. Use TCK Divider Setting (0-30x) to 4.

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

FPGA-RD-02324-1.1 59


http://www.latticesemi.com/legal

Golden System Reference Design and Demo User Guide v2.0 for Avant-E Devices

Reference Design

= LATTICE

Cable Setup =
Cable Settings
Detect Cable
Cable: HW-UISEN-28 (FTDI} £
Port: FTUSE-O Mt
‘Custom port:

Programming Speed Ssttings
() Use default Clock Divider

@ Use custom Clock Divider
TCK Divider Setting {0-30x):

IjO Seitings
@ Use default IO settings

O Use custom IfO settings

Figure 6.19. Cable Settings for Device Programming

16. Click the Program Device Icon or go to the menu item, Run > Program Device. The output console displays the
Operation Successful message.

Qutput
INFO «85021074> - Check configuration setup: Start.

INFO «85021077 > - Check configuration setup: Successful {Ignored JTAG Connection Checking).
INFO <85021294> - Devicel LAV-AT-ET0: LAV-AT-E70: Refresh Verify ID
INFO «85021298> - Operation Done. No errors.

INFO <85021294 > - Devicel LAV-AT-E70: W25Q512JV: Erase,Program
Initializing...

|DCode Checking...

Enter 4-Byte mode...

Enabling...

Erasing...

Disabling...

Programming...

INFO «85021399= - Execution time: 00 min : 06 sec

INFO «85021371> - Elapsed time: 00 min : 06 sec

INFO 85021373 > - Operation: successful.

Output Tcl Console

17. Power cycle the Avant-E Evaluation Board.

Figure 6.20. Radiant Programmer Console Output after Programming the SPI Flash
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18. To program the FPGA Golden GSRD bitstream, double-click on the Operation tab to update the selections as shown
in Figure 6.21. Make sure to provide the path to the .bit file location on your local machine where you have
unzipped the executables.

General Device Information

Device Operation

Target Memory: Configuration Random Access Memory (CRAM) v
Port Interface: JTAG

Access Mode: Direct Programming v
Operation: Fast Configuration

Programming Options

Programming file: '/Projects/gsrd/beta/avant/soc,gsrd_golden_avant_nmpl_1.bit I.

oK Cancel

Figure 6.21. Device Properties to Program the FPGA Bitstream in CRAM

19. Click OK and click the Program Device Icon or go to the menu item, Run > Program Device. Wait until the operation
is successful as shown in Figure 6.22.

INFO «85021074 > - Check configuration setup: Start.

INFO «85021077 = - Check configuration setup: Successful (Ignored JTAG Connection Checking).
INFO «85021278> - Devicel LAV-AT-EV0: Fast Configuration

INFO «85021298> - Operation Done. No errors.

INFO «85021371= - Elapsed time: 00 min : 16 sec

INFO «85021373= - Operation: successful.

Figure 6.22. Radiant Programmer Console Output after Bitstream is Programmed

20. Set up the UART terminal as mentioned in Setting Up the UART Terminal section.
21. Press SW1 Reset button on the board as highlighted in Figure 6.23.
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SW2
Swi

Figure 6.23. SW1 Reset Button and SW2 PROGRAMN Button

22. The results of running the Golden GSRD are as follows:
e The console should appear with messages as shown in Figure 6.25 and Figure 6.26.
e Hardware LED Status as shown in Figure 6.24:
e D23 and D22 —RGMII link speed. D23 = ON, D22 = OFF: 1000 Mbps. Other combinations of LED indication
are undefined.
e D12 - LPDDR4 initialization status. LED = OFF: Initialization and training are in progress. LED = ON:
Initialization and training are completed.
e D13 - LPDDR4 PLL Lock status. LED = OFF: PLL is unlocked. LED = ON: PLL is locked.
e D11 - LPDDR4 training status. LED = OFF: Training passes. LED = ON: Training fails.
e D10 - multi-boot configuration status. LED = OFF: Configuration is done. LED = ON: Configuration is in
progress.
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GSRD Golden Bootloader Avant-E

sk ok sk ok sk ok sk ok sk ok ok ok sk sk sk ok sk ok ok ok sk ok sk ok ok ok sk ok ok ok ok ok sk ok ok ok ok ok ok ok o ok ok o

Initializing OSPI Controller...Octal SPI Done.

Memory Controller Initialization:
DDR MC training successfully

Memory Controller Initialization Complete.

Reading and verifying firmware CRC value
Embedded LPDDR CRC value: 21a9
Calculated Firmware CRC value: 21a9

CRC matches successfully !!

Jumping to FreeRTOS application

Figure 6.25. Golden GSRD - Output on UART Terminal for Bootloader and FreeRTOS Start
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s sk >k 3k 5k 5k 5k sk %k %k 3k 5k 5k 5 3 %k %k % >k 5k 5k 5k 5 % ok 5k 5k 5k %k 5k % %k 5k 5k 5k 5k % % >k > 5k 5k 5k %k %k % >k %k >k k k %
kKK GSRD Golden FreeRTOS on RISC-V Avant-E *
sk s ok sk o sk ok sk o o o ok ok ok ok ok o o 3k 3k o o 3 o * Kk % %
Octal SPI Init Done.

[test_erased4k prog_read_random] Passed !

The granularity of pmp is 0.
B

pmp entry®: mode=0x00, perm=0x00, addr=0x00000000(*4)=0x00000000, locked=0

pmp entryl: mode=0x00, perm=0x00, addr=0x00000000(*4)=0x00000000, locked=0
pmp entry2: mode=0x00, perm=0x00, addr=0x00000000(*4)=0x00000000, locked=0
pmp entry3: mode=0x00, perm=0x00, addr=0x00000000(*4)=0x00000000, locked=0
B i i i i
lwip tcpip init

Starting lwIP, local interface IP is 192.168.1.4

PHY Initialization:

PHY Initialization Complete.

PHY 1link up.

ethernet enable mac interrupt

lwip netif init
lwip udp init

Figure 6.26. Golden GSRD — Output on UART Terminal for FreeRTOS Running

23. Follow the same steps 5 to step 21 to load the Primary GSRD Software and Bitstream. Refer to the Executables
section for the folder and file names.

24. The results of running the Primary GSRD are as shown in Figure 6.27 and Figure 6.28.

5k K 3k % K

GSRD Primary Bootloader Avant-E

sk 5k 3 sk 5k sk 5k ok %k ok %k ok 5 ok 5k k 5k ok K %k >k ok % ok %k %k %k k % % % % %k % k

Initializing OSPI Controller...Octal SPI Done.

* % K 3 >k 5k 5k % Xk % X % %k %

Memory Controller Initialization:
DDR MC training successfully

Memory Controller Initialization Complete.
Reading and verifying firmware CRC value
Embedded LPDDR CRC value: ee60

Calculated Firmware CRC value: ee60

CRC matches successfully !!

Jumping to FreeRTOS application

Figure 6.27. Primary GSRD Bootloader — Output on UART Terminal
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ok >k >k 3k ok %k 3k 3k ok %k >k %k ok %k ok ok >k %k >k %k ok ok ok sk >k %k >k sk ok sk ok 3k >k >k ok sk ok ok ok sk >k 3k sk skook ok ok ok ok kock ok
Rk GSRD Primary FreeRTOS on RISC-V Avant-E el
% 3k 3k 5k ok 3K 3K 5k 3k ok 5k 3K 5K >k >k 3k 5K 3K 5k >k >k 3K 3K 5K >k ok 5k 3K 5K >k >k %k 5K 3k 5k >k >k %K 3K 5k > >k 5k 3K 5K % %k %k K Kk %
Octal SPI Init Done.

[test _erased4k prog read random] Passed !

The granularity of pmp is 0.
i g

pmp entry®: mode=0x00, perm=0x00, addr=0x00000000(*4)=0x00000000, locked=0

pmp entryl: mode=0x00, perm=0x00, addr=0x00000000(*4)=0x00000000, locked=0
pmp entry2: mode=0x00, perm=0x00, addr=0x00000000(*4)=0x00000000, locked=0
pmp entry3: mode=0x00, perm=0x00, addr=0x00000000(*4)=0x00000000, locked=0

B S T B S g R & R s S S S R S s
lwip tcpip init

Starting lWwIP, local interface IP is 192.168.1.4

PHY Initialization:

PHY Initialization Complete.

PHY link up.

ethernet _enable mac _interrupt

lwip netif init
lwip udp init

Figure 6.28. Primary GSRD FreeRTOS— Output on UART Terminal

Programming the Golden, Primary Software, and MCS file

This section demonstrates the multi-boot capability of GSRD by manually booting both Primary and Golden software
with CRC checking through programming the MCS file.

To program the golden, primary software, and MCS file, perform the following:

1.

Follow Steps 1 to 8 from Programming Standalone Golden or Primary GSRD Bitstream and Application Software
section. Do not power-cycle the board.

Keep the folder/file of executables handy.

To program the multiboot_system.mcs file, locate the file in the executables folder that you downloaded and add
the file in the Programming file area. The Start Address and End Address are allocated automatically. Confirm the
settings as shown in Figure 6.29.
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7.
8.
9.

- Device Properties — O pasd
General Device Information
Device Operation
Target Memory: External SPI Flash Memory (SPI FLASH) v
Port Interface: JTAG2SPI ~
Access Mode: Direct Programming A
Operation: Erase,Program ~

Programming Options

Programming file: nux_machine;’avant{ES&‘s0c_gsrd_primary_avant_implj.mcs|

SPI Flash Options

Family: SPI Serial Flash ~
Vendor: WinBond ~
Device: W25Q512v 4
Package: 8-pad WSON &2

SPI Programming

Data file size (Bytes): 67108688 Load from File
Start address (Hex): 0x00000000 w
End address (Hex): Ox03FFO000 ~

(] Turn off addresses auto updating
(] Erase SPI part on pragramming error

Secure SPI flash golden pattern sectors

|_ oK l Cancel

Figure 6.29. Device Properties Window to Setup MCS Programming File

Click OK and the Program Device icon or go to the menu item Run > Program Device. Wait until the operation is
successful, which takes about 30 to 40 minutes.

Do not power-cycle the board yet.

Program both the c_primary_appcrc.bin and c_golden_appcrc.bin files mentioned in the Programming Standalone
Golden or Primary GSRD Bitstream and Application Software section. Make sure to confirm that Starting Address
(Hex) for both the binaries as per the Executables section.

Once both binaries are programmed, turn off power switch SW6.
Switch SW7 to MSPI mode.
Turn on power switch SW6.

10. Set up the UART terminal as mentioned in Setting Up the UART Terminal section.
11. Wait for 20 to 30 seconds for the FPGA to load the bitstream from the flash and press SW1 Reset button.

12. The results in the UART Terminal are displayed as shown in Figure 6.30.
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e It loads Primary GSRD software.
e If you press the SW1 button again, it loads the same Primary GSRD software.

sk sk >k sk >k %k >k %k ok %k 5k 5%k 5k 5k 5k 5k sk 5k ok 5k ok %k >k %k ok sk ok 5k 5k 5k 5k 5k sk 5k ok 5k ok %k ok %k ok %k ok %k ok %k 5k %k ok %k k %

Initializing OSPI Controller...Octal SPI Done.

Memory Controller Initialization:
DDR MC training successfully

Memory Controller Initialization Complete.

Reading and verifying firmware CRC value
Embedded LPDDR CRC value: ee60
Calculated Firmware CRC value: ee60

CRC matches successfully !!

Jumping to FreeRTOS application
Figure 6.30. UART Terminal Output after Power-Cycling Board with MCS and Binaries Programmed

For the manual multi-boot, press SW2 (PROGRAMN) button mentioned in the Setting Up the Hardware section on
the board just above the SW1 Reset button.

The results on UART terminal are displayed as shown in Figure 6.31. It switches to the Golden GSRD software and
stays there unless the SW2 PROGRAMN button is pressed.

TE * ¥ K K ok K ok K K kK ¢ 3K ok K >

GSRD Golden Bootloader Avant-E

sk 3k sk 5k sk sk ok %k ok sk ok sk 5k sk sk sk sk 5k sk ok ok sk ok sk sk sk sk sk ok sk ok ok ok sk sk sk ok sk ok sk ok sk ok sk ok sk ok %k sk %k %k ok

Initializing OSPI Controller...Octal SPI Done.

Memory Controller Initialization:
DDR MC training successfully

Memory Controller Initialization Complete.

Reading and verifying firmware CRC value
Embedded LPDDR CRC value: 21a9
Calculated Firmware CRC value: 21a9

CRC matches successfully !!

Jumping to FreeRTOS application

Figure 6.31. Switches to Golden GSRD upon SW2 PROGRAMN Button
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7. Compiling and Running the Reference Design

This section describes the process of compiling the GSRD/GHRD Reference Design. You can always start with the
Primary GHRD/GSRD project, which is a part of the Propel Template. Compilation is required to generate the necessary
binary files and bitstreams from the source files. The compilation process involves the following software tools for
generating the FPGA bitstream and software executable files. For details, refer to the Lattice Software Tools

Requirements section.

These sections show the typical design and compilation flow for GSRD/GHRD design. Hardware validation is performed

after the software image is built at each stage.

Table 7.1. List of Actions and Expected Outputs

Actions

Outputs

Building GHRD SoC Project using Lattice Propel SDK and Builder.

sys_env.xml
soc_primary_gsrd.sbx
soc_golden_gsrd.sbx

Synthesizing the RTL files and generating the bitstream using Lattice Radiant Software

soc_primary_gsrd_impl_1.bit
soc_golden_gsrd_impl_1.bit

Building the Hello World Program using Lattice Propel SDK and verifying the RISC-V and
System Memory SoC design subsystem is built correctly
Note: This action is optional

riscv_rtos_helloworld.elf
riscv_rtos_helloworld.mem

Building Bootloader binary files using Lattice Propel SDK and verifying the primary or
golden bootloader image and SoC design are built correctly

c_primary_bootloader.mem
c_primary_bootloader.bin
c_golden_bootloader.mem
c_golden_bootloader.bin

Building FreeRTOS binary files using Lattice Propel SDK and verifying the primary or golden
FreeRTOS image and SoC design are built correctly

c_primary_appcrc.bin
c_golden_appcrc.bin

Generating the Multi-Boot MCS File and verifying the multi-boot functionality

multiboot_system.mcs

7.1.
To build the GHRD SoC design using Propel Template:
1. Create a folder for your project on your PC.

2. Launch Propel SDK application.

Building the GHRD SoC Project Using Lattice Propel SDK and Propel Builder

Q Lattice Propel Launcher

Select a directory as workspace

Workspace:

(] Use this as the default and do not ask again

+ Recent Workspaces

Lattice Propel uses the workspace directory to store its preferences and development artifacts.

Browse...

Cancel

Figure 7.1. Propel SDK Launcher
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3. To select the workspace, browse to the created folder by clicking on the Browse button as shown in Figure 7.1 and
click on Launch to create the workspace.

Note: Name given below is Primary GSRD as you may be using this template to create your own project titles and
make modifications on top of Golden SoC/C Templates.

Q Lattice Propel Launcher X
Select a directory as workspace
Lattice Propel uses the workspace directory to store its preferences and development artifacts.
Workspace: |C:\Drimary_gsrd V| | Browse...
[ Use this as the default and do not ask again
¢ Recent Workspaces
Launch Cancel
Figure 7.2. Provide Name for the Workspace Directory
4. Click File > New > Lattice SoC Design Project.
Q primary_gsrd - Lattice Propel
File Edit Source Refactor Mavigate Search Project Run LatticeTools Window Help
New Alt+Shift«N > . Lattice 50C Design Project T - -
Open File... i Lattice C/C++ Project | | , i
- . Create a new Lattice SoC Design Project
. Open Projects from File System... Project. reate a new La ( gn Proj
Recent Files * BY Source Folder
- Ct y _9 Folder
A Ch ¢/ Source File
A Ctrl+Shift+W :
n/  Header File
Ctrl+5 ! File from Template
& Class
+5Shift+5
™ Example..
o I Other.. Ctrl+N
™ Rename.. F2
Refresh F5
Convert Line Delimiters To ?
rint Ctrl+P
Import...
Export..
Properties Alt+Enter
Switch Workspace ’
Restart
Exit

Figure 7.3. Creating Lattice SoC Design Project

5. Onthe SoC Project window:

e Enter a name for your SoC project.

e Enable Board option.
e From Board Select section, select Avant-E Evaluation Board.
e  From Processor section, select RISC-V RX.
e From Template Design section, select GHRD SoC Project LAV-AT as shown in Figure 7.4.
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7 SolC Project m} x
Create SoC Project —
Create 50C project of selected template J—

Project name:  soc_golden_gsrd

B Use default location

Location:  C:AWork\GSRD3.0\Final_Release\Avant-E70\hw\5oC\soc_golden_gsrd Browse...
Choose file systern:  default
Language: Verilog ~
Board Select
IA‘.rant-E Evaluation Board | rocessor| RISC-V RX bt I
Avan valuation

Certus-MX Versa Evaluation Board
CertusPro-NX Evaluation

CertusPro-MNX Versa Evaluation Board

Lattice Sentry Demo Board for Mach-NX (236)
Lattice Sentry Demo Board for Mach-NX (484)
MachXO3D PFR Demo

Mach®05-NX Development Board

Template Design
i Golden Hardware Reference Design (GHRD) for AvantE Device

Components included:
a) Processor - RISC-V RX CPU Core
b) O5PI Flash Controller
c) LPDDR4 MC
d) Tri-5peed Ethernet MAC, Scatter-Gather DMA
) AX4 Interconnect, APB Interconnect, AX|4 to APB Bridge
FUIART GPIN Gustern Mermnne MOIO

®

Cancel

Figure 7.4. SoC Project Window

6. Click Finish and it launches the Propel Builder Tool and loads the SoC design based on selected template as above.

This generates the HDL files for IPs installed in the project.

&, Propel Buikder [C/WorkiGSRO3fFinal_Relesse/Avant-E70/hm/SoC/soc,_gakden gsed/soc golden gard/sos gokden gerdskn] Device: LAV-AT-E70-3LFG 11561 Bossch: Avant-E Evalustion Bosrd

File Edit View Design Took Window Help

o-EHA DC s MEE-KS @

Design View o

@aaaa B

B schermatic M asdress ) Surmmary. X, Stert Page

3 it to_ap, bidge jnst
ok ot sy it

£ concat

1F Ipddnt_selk_rst_syne st

T mac_melk st syne inst

15 perip_clk_rst_sync_nst

mac_teelk_st_syne_inst

inst

Propertis
Name: 50 galden._gsrd

pe: Instance

(= soc_golden_gind

i leticesystembuildensos golden gud1

Location: an

User Viespper

PCatslog  Design View 1

‘system spk_te_inat..

Figure 7.5. Launched SoC in Propel Builder
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7. Click on Design > Validate Design or Click on below icon as highlighted in screenshot.

File Edit View Design Tools Window Help

&R Dém

QQQQ @M=

Figure 7.6. Validate Design in Propel Builder

The TCL console must be as follows. You should see no error in the TCL Console window. The following INFO and
WARNINGS are expected.

Tcl Console

% sbp_desion drc

Start: sbp design drc.

- Dangling inputs are set to default
Dangling inputs are set to default
Dangling inputs are set to default

value (RRUSER=0,AWUSER=0,WUSER=0) in system ic_inst.AXT_S00,system ic_inst.AXT_S01,system ic_inst.AXT_S02,system ic_inst.AXI_S03
value (BUSER=0,RUSER=0) in system ic_inst.AXT_MOO,system ic_inst.AXT MO2,system ic_inst.AXI MO3

Finished successfully: sbp_design

Figure 7.7. TCL Console Output after Validating Design

8. Click on Design > Generate or Click on below Icon as highlighted in below screenshot.

File Edit View Design Tools Window Help

= R Za mEE] oRLNG @QaaQ E%

Figure 7.8. Generate in Propel Builder

The TCL Console must be as follows. Note that the WARNING and INFO messages are expected.

Tel Console

% sbp_design generate
INFC <2352 - Start: sbp_design generate.

INFG <2359 - Dangling inputs are set to default value (ARUSER=0,AWUSER=0,WUSER=0) in system_ic_inst.AXI_SO00,system_ic_inst.AXI_SO1,system_ic_inst.RXI_S02, system_ic_inst.AXI_S03
INFG <2359 - Dangling inputs are set to default value (BUSER=0,RUSER=0) in system ic_inst.AXI MO0, systel ic_inst.AXI M02,system ic_inst.AXI M03
INFG <2359 - Dangling inputs are set to default value (TDEST=0,TID=0) in TSemac_rx_axis_fifo_inst.AXI4S_S

INFC <2359992> - (PGE FileExistence) No available driver for fpga_multiboot_config
B

Figure 7.9. TCL Console Output after Generating Design

9. Notice that after Generating the Design, the tool creates the sys_env.xml file in the project directory as shown in

Figure 7.10. The sys_env.xml can be used to generate C/C++ project for Hello World (optional), bootloader and
FreeRTOS projects in the next sections.

7 Project Explorer >

w 'Lé soc_golden_gsrd
% [ constraints
w [ sge
5 [= bsp
v [ soc_swvd
farl_cpullyaml
I $ sys_env.xml I

Figure 7.10. sys_env.xml File Created
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7.2. Synthesizing the RTL Files and Generating the Bitstream using Lattice Radiant
To synthesize the RTL files and generate the bitstream, perform the following steps:

1. Click the Radiant icon from Propel Builder to launch the Radiant software as shown in Figure 7.11.

File Edit View Design Tools Window Help

o-EBH OC 5E A RS E D 3 S Qe H%

Figure 7.11. Run Radiant Icon

2. The Radiant window of your project is launched as shown in Figure 7.12.

Lattice e 0/fFinal_Release/Avant-E70/hw/So! - o x
File Edit View Project Tools Window Help
L= [ > =
- =-H QR EFE AL OeNEHERZEBQGORBEESBESE
P synthesizeDesign B epoesign B Plces Rovte Design B ot
Q- Find Text.. 2 x 7Y Start Page — Report Browser 2
~ [E1 soc_golden_gsrd M Reports .
e Soc_golden gsrd Project Summary
] Area Part Number: LAV-AT-E70-31FGI1561 Performance Grade: 3
2] Timing » Synthesis Reports
B s . Synthesis: Synplify Pro Tap Module: s¢ qolden asrg
7 strategy
» Map Report
+ 1B impL1 (Synpiity Pro) ap Reports Timing Emors: P Number u
- {1 Input Files Project File: C:/Work/ GSRD3.0Final Release/Avant-E70/hw/SoC/soc_golden_gsrd/soc_golden_gsrd.rdf
Place & Route Reports
~ L8} soc_golden_gsrd/lib/latticesemi.com/ip/dual boot fpga._config/1, Implementation Lacation Ci/Work/GSRDZ,0/Final E70/h, soc golden gard/impl 1
» ) RILFil
tes » Export Reports
dual_boot fpga_config.cig
[ soc_golden_gsrd/lib/latticesemi.com/module/system_apb_ic/130 | Misc Reports Resource Usage
» £ RILFiles LU /397440 (0000%) 10 Buffers: 0/558 (0.000%)
» 71 Tecthench Files M
4 U PFU Register 0/397440 (0000%) EBR: 0/990 (0.000%)
= {% soc_golden_gsrd - soc_golden_gsrdv x*
» 1 tsemac_t_axis fifo(tsemac_tx_axis fifo_inst) - tsemac_tc_axis fifo.sv I
¥ 1% tsemac_nc_axis fifo(tsemac_nc_axis fifo_inst) - tsemac_nc_axis fifosv Constraints Dropped Summary
+ 1} system_uart(system_uart_inst) - system_uart Synthesis: 0 Post Synthesis: 0
+ I system_pli(system_pll_inst) - system _pll.v
Map: 0 Place & Route: 0
¥ LF system_ospi_fe(system_ospi_fe_inst) - system _ospi_fe.v =i scefifots
» 1} system_Ipddrd_mc(system_Ipddrd_mc_inst) - system_lpddrd_mc.sv
» i} system_ic(system_ic_inst) - system_ic.sv 1P Summary
» {1} system_gpio(system_gpio_inst) - system_gpio.v
+ T} system_boot_mem(system_ boot_mem_inst) - system_boot_mem.v 1P Name. Vendor IP Module Name Version License Feature License Status
» I system_aph_ic(system_opb_ic_inst) - system_opb_icy MULTI_BOOT_CONFIG latticesemi.com dual boot fpga_config 101
» I sys_cll_rst_sync(sys_clk_rst_sync_inst) - sys_clk_rst_sync.sv APB Interconnect Iatticesemi.com system_apb_ic
> L risev_cpu_miscv_cpu_p inst] - riscv_cpu_rsv 0s¢ latticesemi.com eth_osc_mdc
» 1 perip_clk_rst_sync(perip_clic_rst_sync_inst) - perip_clk_rst_sync.sv GPI0 latticesemi.com m_gpio
£ mdio(maic_inst) - mdio.v X4 Interconnect Istticesemi.com system ic
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Figure 7.12. Lattice Radiant Window

3. Ensure the constraints.sdc and <project_name>.pdc are already part of the project. They must respectively appear
under pre-synthesis and post-synthesis constraints directory.
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i=| Area
z=| Timing

&) Strategyl
+ % impl_1 (Synplify Pro)

* Input Files

= Pre-Synthesis Constraint Files
constraints/constraints.sdc
A Post-Synthesis Constraint Files

soc_golden_gsrd.pdc

Debug Files
Script Files
Analysis Files

Prograrmming Files

Figure 7.13. Lattice Radiant Window

4. Place and Route strategy is used for the GSRD testing.
Note: You can update these fields as per their machine and run-time requirements. However, due to this change,
the Radiant tool might update the warnings and place and route details.
Description:

-

-

-

Process

Synthesize Design
Constraint Propagation
Synplify Pro
- LSE
RTL Design Rule Check
Post-Synthesis
Post-Synthesis Timing Analysis
Map Design
Map Timing Analysis
[=] Place & Route Design
Place & Route Timing Analysis
10 Timing Analysis
Timing Simulation

Bitstream

MName
Command Line Options
Disable Aute Hold Timing Correction
Disable Timing Driven
Impose Hold Timing Correction
Multi-Tasking Mode List
Number of Host Machine Cores
Placement Iteration Start Point
Placement Iterations [0-100]
Placement Save Best Run [1-100]
Prioritize Hold Correction Qver Setup Performance
Run Placement Only
Run Post-Placement Physical Synthesis
Set Speed Grade for Hold Optimization
Set Speed Grade for Setup Optimization
Stop Once Timing is Met
ple_optuCritical Instance Duplication
plc_opt:Device Dependent Optimization

plc_opt:Netlist Change Record File

All | Default

e
Value

-exp WARNING_ON_PCLKPLC1=1:placeCongestianEffartlevel=5

m
Default
Aute
Auto

oK Cancel Help

Figure 7.14. Strategy Used for GSRD Testing
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5. Click on the Run All icon to generate bit file. Wait for the bitstream generation and check the logs.
File Edit View Project Tools Window Help
o = P m .;@;.
[) Synthesize Design Map Design Place & Route Design Export Files
Q- R=un~_||_ l. . L ox {2} Start Page Reports
Figure 7.15. Generating the Bit File
6. The compilation flow takes some time to complete. The <project-name_impl_1>.bit file is generated/updated in

the project path (<root_directory>/soc_primary_gsrd/ impl_1) after compilation is completed successfully as
shown in Figure 7.16.

[=

Figure 7.16. Successful Radiant Flow and Bitstream Generation

Note: If you observe timing violations during Lattice Radiant compilation, this may be due to the Placement
Iteration Point number for Place and Route is not working optimally on your machine. In this case, perform the
following steps.

a. In Lattice Radiant software, go to Project > Active Strategy > Place & Route Design Settings.

b. Change Placement Save Best Run from 1 to 10. This will force tool to run each iteration and increase runtime.
c. Unchecked Stop Once Timing is Met option.

d. Click OK.

e. Click on Export Files.

7. These actions cause the Place and Route Design with different incremental start point values. The Place and Route
reports show all ten placement results and select the best timing result.

7.3. Building the Hello World Program Using Lattice Propel SDK (Optional)

For quick start on SoC to boot up, you can create a basic Hello World program by using the template with the Lattice
Propel SDK. Note that this action is optional.

1. Create a folder for your project on your PC. For example, HelloWorld.
2. Launch the Propel SDK application.
3. Proceed to the Propel SDK window. Click on File > New > Lattice C/C++ Project.
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File Edit
New
Open File...

Recent Files

Save
Save As..
Save All
Revert

Move..

K|

Rename...
& Refresh

Print...

Import..
Export...
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C.

Properties

Restart
Exit

Source Refactor

Close Editor
Close All Editors

Switch Workspace

£t workspace - Lattice Propel

Navigate

Alt+Shift+N >+

3 Open Projects from File System...

Ctri+W
Ctrl+Shift+W

Ctrl+5

Ctrl+Shift+5

Convert Line Delimiters To

Alt+Enter

G

ER G E

Search Project Run LatticeTools Window Help

Lattice SoC Design Project
Lattice C/C++ Project

® CO ] w

Project... |{ reate a ne

w Lattice C/C++ Project

Source Folder
Folder

Source File

Header File

File from Template
Class

Example...

Other... Ctri+N

Figure 7.17. Creating Lattice C/C++ Project for Hello World

4. In C/C++ Project window, select the generated sys_env.xm/ file from previous GHRD SoC section. In the Select
Example Application section, select the Hello World Project and provide a name for the project as shown in

Figure 7.18.
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£} C/C++ Project

Load System and BSP =

Load lattice system environment file and BSP package =

Select system environment file and BSP package

System env: | \avant_es2\soc_gsrd_avant_es2\sge\sys_envaml ~ Browse...

Select processor core to create C/C++ Project

Core selected: riscv_cpu_ry_inst
Project type: C
System information

Device Family CPU Name Instance Name

LAV-AT riscv_rtos riscv_cpu_rx_inst

Select Example Application
G5RD Avant FreeRTOS Example-HelloWorld-blink-uart
GSRD CPNX FreeRTOS I |

Hello World Project 1.Led blink|

Hardware Interrupt Project The correspondinag SoC

Project name: riscv_rtos_helloworld

B Use default location

Location:  C\Users\sng3\project_local\Projects\gsrd\beta\avant_e: Browse...

Choose file system: default

[ Build the project
& Create a debug launch configuration for OpenOCD

@ < Back Finish Cancel

Figure 7.18. Hello World C/C++ Selection

5. Click Next. The Lattice Toolchain is shown in Figure 7.19 and click Finish.
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3% C/C++ Project

Lattice Toolchain Setting

Configuration: Debug

Lib Setting C/C++ Compiler C/C++ Linker

(O No default libraries (-nodefaultlibs)

O Newlib

(O Newlib-nano (--specs=nano.specs)

(@ Picolibc (--specs=picolibc.specs)

Printf Level

(@ Integer only printf (-DPICOLIBC_INTEGER_PRINTF_SCANF)
(O Float printf (-DPICOLIBC_FLOAT_PRINTF_SCANF)
O Full printf (-DPICOLIBC_DOUBLE_PRINTF_SCANF)

System Library
@) Default

(O Semihosting (--oslib=semihost)
() Dummyhosting (--oslib=dummyhost)

£ < Back MNext >

Cancel

Figure 7.19. C/C++ Lattice Toolchain Setting

6. This loads the Hello World project in the workspace as shown in Figure 7.20.

S HelloWorld - Lattice Propel
File Edit Source Refactor Navigate
- | B> n &~ &5
-1 Project Explorer = = 8

I riscv_rtos_helloworld

Figure 7.20. Hello World C Project Created

7. To build the Hello World project, right-click on project and select Build Project.
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Open in New Window
Show In

Copy

Paste

Delete
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Source

Rename...

Import...
Export...
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Delete

>

F2
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Build Project
Clean Project
Refresh F5
Close Project

lose Unrelated Project

Build Configurations >
Build Targets >
Index >
Run As >
Debug As >
Profile As >
Restore from Local History...

Create Lattice Application Template

Update Lattice C/C++ Project...

Run C/C++ Code Analysis

Team >
Compare With >

# 0

#

Configure >
Source >
vl Validate

Alt+Enter

Properties

Figure 7.21. Build Hello World Project

8. The console output is displayed as shown in Figure 7.22.

1 Problems & Tasks @ Console x [ Properties| & Terminal| X[ Lo GluEE"axEre-mr-d

CDT Build Console [riscv_rtos_helloworid]

Invoking: GNU RISC-V Cross Create Listing
riscv-none-embed-objdump --source --all-headers --demangle --line-numbers --wide "riscv_rtos_helloworld.elf" > "riscv_rtos_helloworld.lst"
Finished building: riscv_rtos_helloworld.lst

Invoking: GNU RISC-V Cross Print Size
riscv-none-embed-size --format=berkeley "riscv_rtos_helloworld.elf"
text data bss dec hex filename
7632 24 3724 11380 2c74 riscv_rtos_helloworld.elf
Finished building: riscv_rtos_helloworld.siz

Invoking: Lattice Create Memory Deployment

riscv-none-embed-objcopy -0 binary --gap-fill @ "riscv_rtos_helloworld.elf" "riscv_rtos_helloworld.bin"; srec_cat "riscv_rtos_helloworld.bin" -Binary -byte-swap 4 -DISable
Header -Output “riscv_rtos_helloworld.mem" -MEM 32

Finished building: riscv_rtos_helloworld.mem

10:55:07 Build Finished. @ errors, 3 warnings. (took 19s.851ms) I

Figure 7.22. Hello World Project Build Console Output

9. The generated .mem file can be used to build into the GHRD for quick start-up check on the hardware. Refer to the
Using ECO Editor section to integrate the .mem file into the bitstream.

10. Once the bitstream is built with the Hello World program, it can be programmed into the on-board SPI flash for
testing. For programming into the flash, refer to the Programming Standalone Golden or Primary GSRD Bitstream
and Application Software section.
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11. Once programming into the flash is completed, power cycle the board to load the new image that contains the
Hello World project.

12. You must see the Hello World message as shown in Figure 7.23.

Figure 7.23. Hello World C Program

13. For details on how to create and run the Hello World C program and SoC project, refer to the Creating a Hello
World C Project section in the Lattice 2025.1 Propel SDK User Guide (FPGA-UG-02234).

7.4. Building the Bare-metal Bootloader Using the Lattice Propel SDK (Primary

and Golden)
Once the Hello World program is working, you can proceed to build the Bootloader binary files:
1. Create a folder for your project on your PC. Launch the Propel SDK application.

2. Proceed to the Propel SDK window. Click on File > New > Lattice C/C++ Project.

% primary_gsrd - Lattice Propel

. Open Projects from File System..

Recent Files

Project...

Source Folder
Folder

¢ Source File

Header File
File from Template

o Class

Example...

~1 Other..

File Edit Source Refactor Navigate Search Project Run LatticeTools Window Help
New Alt+Shift+N > '« Lattice SoC Design Project
Open File.. Lattice C/C++ Project

Ctri+N

Figure 7.24. Creating Lattice C/C++ Project for Bootloader

3. In C/C++ Project window, it automatically selects the generated sys_env.xml file. In the Select Example Application
section, select the GSRD Avant Bootloader and provide a name for the bootloader as shown in Figure 7.25.
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£33 C/C++ Project

Load System and BSP

Load lattice system environment file and BSP package

Select system environment file and BSP package

System env: | 2cts\gsrd\beta\avant_es2\soc_gsrd_avant_es2\sge\sys_envxml -

Select processor core to create C/C++ Project

Core selected: riscv_cpu_rx_inst

Project type: C

System information

Browse...

Device Family CPU Name Instance Name

LAV-AT riscv_rtos riscv_cpu_rx_inst

Select Example Application

Code Coverage Project GSRD-Avant-E-Bootloader
Timing Profiling Project

1. Initializes GPIO, UART
GSRD Avant Bootloader 2. Configures LPDDR4 MC

GSRD CPNX Bootloader 3. Configures OSPI Flash Controller

Project name: c_primary_bootloader

B Use default location

Choose file system: default

[] Build the project
B Create a debug launch configuration for OpenOCD

Location: C\Users\sng3\project_local\Projects\gsrd\beta\avant_es2\riscv_rtos_gs

Browse...

Cancel

Figure 7.25. Bootloader C/C++ Selection

4. Click Next. The Lattice Toolchain is shown in Figure 7.26 and click Finish.
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3% C/Cr+ Project

Lattice Toolchain Setting

Configuration: Debug

Lib Setting C/C++ Compiler C/C++ Linker

(O No default libraries (-nodefaultlibs)
O Newlib
(O Newlib-nano (--specs=nano.specs)
(@ Picolibc (--specs=picolibc.specs)
Printf Level
(@ Integer only printf (-DPICOLIBC_INTEGER_PRINTF_SCANF)
(O Float printf (-DPICOLIBC_FLOAT_PRINTF_SCANF)
O Full printf (-DPICOLIBC_DOUBLE_PRINTF_SCANF)
System Library
@ Default
QO Semihosting (--oslib=semihost)
(O Dummyhosting (--oslib=dummyhost)

2 < Back Mext =

Cancel

Figure 7.26. C/C++ Lattice Toolchain Setting

This loads the bootloader project in the workspace as shown in Figure 7.27.

ﬁ prirnary_gsrd - Lattice Propel

File Edit Source Refactor Navigatd

M LR T R
- w ! ’ - w
(s Project Explorer x = 0
= &2 7 8

=5 ¢_primary_bootloader
= soc_primary_gsrd

Figure 7.27. Bootloader C Project Created

To build for the Primary Bootloader, you need to define _PRIMARY_BUILD_ in the start of the main.c file. This

enables the SPI address to point to Primary FreeRTOS application software image in the SPI flash. Refer to Appendix
C. Using Different SPI Flash Manufacturer in GSRD Bare-metal Bootloader to modify the Octal SPI Controller driver

according to the flash device used.
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54 f* Set for GOLDEN OR PRIMARY build */
55 #define _PRIMARY _BUILD_

Figure 7.28. Primary Build Define — Set _PRIMARY_BUILD_ for Primary Build

7. To create the bootloader binary file (c_primary_bootloader.mem), right-click on c_primary_bootloader and select
Build Project.

1 Project Explorer X =8
& c_primary_app
=% c_primary_bootlo: * ,
e soc_primary_gsrd
Go Into
Open in New Window
Show In Alt+Shift+W >
[ Copy Ctri+C
Paste Ctri+V
X Delete Delete
Remove from Context Ctrl +Alt+Shift+ Down
Source »
Move...
Rename... F2
i= Import..
i Export.
Build Project | Incremental Build of Selected Projects l
Clean Project [

Figure 7.29. Build Bootloader Project

8. The console output is displayed as shown in Figure 7.30.

Invoking: GNU RISC-V Cross Create Listing
riscv-none-embed-objdump --source --all-headers --demangle --line-numbers --wide "c_primary_bootloader.elf" > "c_primary bootloader.lst"
Invoking: GNU RISC-V Cross Print Size
Invoking: Lattice Create Memory Deployment
riscv-none-embed-size --format=berkeley "c_primary_bootloader.elf”
riscv-none-embed-objcopy -0 binary --gap-fill @ "c_primary_bootloader.elf" "c_primary bootloader.bin"; srec_cat "c_primary_bootloader.bin" -Binary -byte-swap 4 -DISable Header -Output
"c_primary_bootloader.mem” -MEM 32
text data bss dec hex filename
26696 32 11848 38568 96a8 c_primary_bootloader.elf
Finished building: c_primary_bootloader.siz

Finished building: c_primary_bootloader.1st

Finished building: c_primary_bootloader.mem

15:17:00 Build Finished. @ errors, 3 warnings. (took 17s.676ms)

Figure 7.30. Bootloader Build Project Console Output

9. This creates a debug folder as shown in Figure 7.31. The binary created is named c_primary_bootloader.mem. This
goes as a part of System Memory in Propel Builder SoC design. This can be done through ECO editor or directly
from the Propel Builder System Memory user interface.
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n' Includes

Src
Debug

SIc

% c_primary_bootloader.elf - [riscv/le]

¢_primary_bootloader.bin
i c_primary_bootloader.ist
) c_primary_bootloader.map
) ¢_primary_bootloader.mem

makefile

objects.mk

sources.mk

X| c_primary_bootloader.launch

Figure 7.31. Bootloader Binary Created
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10. Update the system memory content by using ECO editor. Refer to the Using ECO Editor section for more

information.

11. Once the primary bootloader is run, user can see the following output. The output message is expected, and users
can proceed to build FreeRTOS application in the next section.

Figure 7.32. Bootloader boots up without FreeRTOS application

12. In the case to create the golden bootloader c_golden_bootloader.mem, set the #define _GOLDEN_BUILD_ in the
main.c file to build for golden bootloader binary file.

#idefine _GOLDEN_BUILD_

13. Repeat steps 1 to 11 to create the golden bootloader project.

Figure 7.33. Golden Build Define — Set _GOLDEN_BUILD_ for Golden Build
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7.5.
(Primary

and Golden)

To build the FreeRTOS application software using Lattice Propel SDK, perform the following:

Building the FreeRTOS Application Software using Lattice Propel SDK

1. Similarly, create the FreeRTOS C Project. Go to File > New > Lattice C/C++ Project.
fj: primary_gsrd - Lattice Propel
File Edit Source Refactor Navigate Search Project Run LatticeTools Window Help
New Alt+ShiftsN > 4. Lattice SoC Design Project S ¥
Open File... 1 lattice C/C++ Project
4 Open Projects from File System... L3 Project. L( reate a new Lattice C/C++ ';.rr,er:]
Recent Files 63 Source Folder
Ctri+w & Folder
y CirlsShiftew | & Source File
s n Header File
£S5 File from Template
@ Class
= = Example...
= 1 Other.. Ctri+N
Move [
Figure 7.34. Creating C/C++ Project for FreeRTOS
2. Inthe Select Example Application, select the GSRD Avant FreeRTOS project. Provide the project name as shown in
Figure 7.35.
: 83 C/Ce+ m] X
| Load System and BSP —
: Load lattice system environment file and BSP package
: Select system environment file and BSP package
| System env: | C\lscc\propel\2025.1\workspace\soc_primary_gsrd\sge\sys_envxml v Browse...
: Select processor core to create C/C++ Project
| Core selected: riscv_cpu_ncinst -
| Project type: | C v
|
I System information
Device Family CPU Name Instance Name
|| Lav-ar riscv_rtos fiscv_cpu_neinst
Select Example Application
Timing Profiling Project A || GSRD Avant-E FreeRTOS B
GSRD Avant Bootloader
GSRD CPNX Bootloader 1. Configures UART and GPIO
GSRD Avant FreeRTOS 2. Configures OS
GSRD CPNX FreeRTOS 3. Configures TSE MAC
Hello World Project 4. Configures SGDMA
Hardware Interrupt Project « || 5 Setsup TSE MAC Ping Test ~
Project name:| ¢_primary_app
Use gefault location
C\lscc\prope\2025. 1w primary_app Browse...
default
[ Build the project
[“] Create a debug launch configuration for OpenOCD
@ < Back Einish Cancel

Figure 7.35. FreeRTOS C/C++ Selection
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3. Click Next and Finish.

Note: This is a manual step you need to perform. After the application project is created, it includes the

crc_add_debug.txt and crc_add_release.txt as shown in Figure 7.36.

v == c_primary_app
it Includes
w 2 sre

= bsp

[= FreeRTO5-Kernel

= lwip
board.c
board.h
ethernet_frame.h
FreeRTOSConfig.h
hooks.c
lwip_wrapper.c
main.c
05.C
osASM.5
osmacro.h
tcp_echoserver.c
tcp_echoserver.h
utils.c
utils.h
vector.5
cprx.cfg
cpu.svd
cpuyaml
crc_add_debug.txt
crc_add_release.tut

PREPEPPRERPRERRRREEEER

=
-
m
=
o

&
b
m
2
]
3

Figure 7.36. FreeRTOS Project Created

4. To avoid any confusion, move the following two files from c_primary_app > src to ¢c_primary_app directory.
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[} Includes Paste Ctrl+V
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g F::ERTOS-KEI’I"IE| Remove from Context Ctrl+Alt+5hift+Down
= lwip Mark as Landmark Ctrl+Alt+Shift+ Up
[ board.c Move...
[n] board.h

Rename... F2
[n] ethernet frame.h

[n FreeRTOSConfig.h [ Import.

[ hooks.c 4 Export..
[ wip_wrapper.c
[€] main.c Build Project
[g osc 7] Refresh F5
[§ osASM.S
[n] osmacro.h O Runks i
[¢ tcp_echoserverc %5 DebugAs ?
[n] tep_echoserver.h Profile As *
% utils.c %3' Run C/C++ Code Analysis
utils.h

Te >
[5] vector.S sam _
cpnx.cfg Compare With >
cpu.svd Replace With >
{3 cpuyaml Rebuild SV Index
crc_add_debug.bet Validate
crc_add_release.tet :
T linker.ld
1 sys envaml (E Console * .1l Registers| =

Figure 7.37. Copy the CRC Add files

5. Paste it in your main c_primary_app project as shown in Figure 7.38.

1 Project Explorer X =k
w g% c_primary_ag
il Includes

New

Go Into
& src

¥ c_primary Open in New Window
5 c_primary_b¢ Show In
3 soc_primary_ [ Copy

[T\ Paste
K Delete
Paste
Remove "ncrt Ctri+A
Source

Figure 7.38. Paste in FreeRTOS C project

6. The text files are now added under the FreeRTOS App C project as shown in Figure 7.39.

~ Igf c_primary_app
il Includes
B2 src
% ¢_primary_app.launch
[} crc_add_debug.brt
[ crc_add_release.txt

Figure 7.39. Copied Text Files

7. To build the Primary GSRD, you need to define _PRIMARY_BUILD_ in the start of the main.c file. This enables the
SPI address to point to Primary FreeRTOS image in the SPI flash.
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J Set for GOLDEN OR PRIMARY build
55 #define _PRIMARY BUILD_

Figure 7.40. Primary Build Define — Set _PRIMARY_BUILD_ for Primary Build in main.c

8. Inthe c_primary_app folder, update the crc_add_debug.txt or crc_add_release.txt file as shown in Figure 7.41.
Line 5 and line 12 must be replaced with the app project name that you provided; in this case the name is
c_primary_app. Hence, the name of the file is replaced with ¢c_primary_app.bin. Line 16 must contain the name of
c_primary_appcrc.bin. This output file has the CRC for application software appended at the end of binary file.

cre_add_debug.bet < = "

1# srec_cat command file to add the CRC and produce application file to be flashed
2% Usage: srec_cat [@filename

3

4#first: create CRC checksum

5 .. \Debughc_primary_app.bin -Binary

6 -fill @xFF exesed 0x48000 # fill code area with @xff

7 -crop @xeess axifffe # just keep code area for CRC calculation below

8 -CRC1e_Big Endian @x3fffe -CCITT # calculate big endian CCITT CRC16 at given address.
9 -crop 8x3fffe ax40000 # keep the CRC itself

I

g

11 #second: add application file

12 ..\Debug\c_primary app.bin -Binary

13 -fill exFF exeaes ax3ifffe # fill code area with exff
14

15# generate a Binary file

16 -g ..\Debughc_primary appcrc.bin -Binary

Figure 7.41. Update crc_add_debug.txt

9. Open the Linker.ld file from c_primary_app.

(. Project Explorer X S § = O |/'W Linker X
v &5 c_primary_app A . R 1
¥ Binaries Linker Script: linker.ld
& Includes Available Memory Regions
v 8 src
v @ bsp Name Attributes  Base Address Size
& i sysmem0_inst v 0x80000000 0x40000
W ethemet_configh sysmem_ram_inst wx 0x0 0x80000000
N lwipopts.h
< reg_test.c STACK and HEAP Size
N reg_testh

H riscv_errors.h

N sys_platform.h HEAP_SIZE: | Ox0

(& FreeRTOS-Kernel STACK_SIZE: | 0xA00

& Iwi

2 ,::,I:m»c Section to Memory Region Mapping

n board.h

R debugiihc CODE: 'sysmem_ram_inst v

A debuglibh

N ethernet_frame.h DATA: sysmem_ram_inst

W FreeRTOSConfigh

& Iwip_wrapper.c Section Name Memory Region
{@ mainc text sysmem_ram_inst
H Marvel_88E151xh .ctors sysmem_ram_inst
3 osc dtors sysmem_ram_inst
15| 0sASM.S rodata sysmem_ram_inst
n osmacro.h .data sysmem_ram_inst
18 tcp_echoserver.c bss sysmem_ram_inst
h tcp_echoserver.h .heap sysmem_ram_inst
3 vector.S stack sysmem_ram_inst
@ avantcfg

B cpusvd

19 cpuyaml

W linker.id Overview | linker.ld

Figure 7.42. Open linker.ld File

10. Confirm the MEMORY org address is set to 0x0000000 for FreeRTOS to run from LPDDR4 memory.
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& Project Explorer X 5% 7 | = 0| Rnker [ linkerid %
v [ c_primary_app A 1/* Lattice Generated linker script, for normal executables */
# Binaries 2
» & Includes iENTRY (_start)
v B 5_HEAP_SIZE = DEFINED(_HEAP_SIZE) ? HEAP_SIZE : 0x@;
v & bsp 6_STACK_SIZE = DEFINED(_STACK_SIZE) ? _STACK_SIZE : @xAB@;
& driver 7
I8 ethernet_config.h 8 MEMORY
> [R Iwipoptsh 9{
[© reg_testc 10 org = @x80000000, len
» [H reg_testh i{ - oxe. 1 i
I8 riscv_errorsh 1;
[8 sys_platform.h 14 SECTIONS
> & FreeRTOS-Kernel 15 {
& lwip 16 /* CODE */
» € board.c 17 .text : ALIGN(4)
[ board.h ifj { frext
- ) 9 ext = .;
debuglib. - *
. 20 PROVIDE (_sprof = .);
& debuglib 21 KEEP (*(SORT(.crt*)))
i ethernet_frame.h 22 *(.text .text.* .gnu.linkonce.t.*)
> I8 FreeRTOSConfig.h 23 KEEP (*(.init))
€ Iwip_wrapper.c 24 KEEP (*(.fini))
8 main.c 25 . = ALIGN(4);
» [B Marvel_B8E151x.h 26 _etext = .;
X 7} »sysmem_ram_inst
2 osc 28
8 0sASMS 29 .gprof : ALIGN(4)
> [W osmacro.h | {
£ tep_echoserver.c 31 PROVIDE (_s_part_prof = .);
> I8 tcp_echoserverh 32 KEEP (*(.gprof))
[§ vectorS 33 . = ALIGN(4);
@ avantcfg 34 PROVIDE (_epr_‘of =.);
35} >sysmem_ram_inst
B cpusvd 6
3 cpuyaml 7 .ctors : ALIGN(4)
2 linker.ld

Figure 7.43. Update linker.Id File

11. Press Ctrl + s to save the change as shown in Figure 7.44.

. Project Explorer X

= A8

- &5 c_primary_app

5 ¢_primary_bootloader
- 12 soc_primary_gsrd

Figure 7.44. Workspace

12. Before creating the binary for FreeRTOS application project, right-click on c¢_primary_app project and click

Properties.
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L Project Explorer X BER®Y §=0
15 c_primary_apg
15 c_primary_bo¢

& soc_primary_g

New >
Go Into

Open in New Window

Show In Alt+Shift+W >
I Copy Ctrl+C

Paste Ctri+V
% Delete Delete

Remove from Context Ctrl+Alt+Shift+Down

Source >

Move.

Rename... F2
s Import..
4 Export..

Build Project

Clean Project

Refresh Fs

Close Project

Close Unrelated Projects

Build Configurations Open Properties Dialog 2

Build Targets >
Index >
Run As >
Debug As >
Profile As >
Restore from Local History...
Create Lattice Application Template
Update Lattice C/C++ Project...
4" Run C/C++ Code Analysis

Team

Compare With

Configure

Source
¥ Validate

Properties Alt+Enter

# 0

Figure 7.45. Properties

13. In case you wish to create a release folder on the C project build, go to C/C++ Build > Settings.

14. Click on Manage Configurations and select Release. Click Set Active, then click OK.

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

FPGA-RD-02324-1.1 89


http://www.latticesemi.com/legal

Golden SystenT Reference Design and Demo User Guide v2.0 for Avant-E Devices :..LATTICE
Reference Design

£8% Properties for c_primary_app O X
: type filter text Settings - - §
> Resource
Builders ) ) ; =
v C/C++ Build Configuration: Debug [ Active ] ~| Manage Configurations...
Build Variables
Environment B Baiis: - . —— . | N
Logging # Build Steps " Build Artifact s Binary Parsers @ Error Parsers
Settings Pre-build steps
Tool Chain Editor Command:
» CfC++ General | v|
> MCU —
Project Natures Description:
Project References L - |
Run/Debug Settings Pol 7% ¢_primary_app: Manage Configurations |
SystemVerilog Projec
Task Tags Col Configurati.. Description Status
» Validation E Debug Active - |
Del | Release |
New.  Delete  Rename..
5 3 Restore Defaults Apply
@ Apply and Close Cancel

Figure 7.46. Set Release as Active Configuration
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15. Go to C/C++ Build > Settings > Build Steps and under Post-Build Steps > Command, add these commands as shown
below for your respective builds, that is for Debug or Release.

For Windows system:

srec_cat.exe "@..\crc_add_debug.txt"

srec_cat.exe "@..\crc_add_release.txt"

For Linux system:

srec_cat "@../crc_add_debug.txt"

srec_cat "@../crc_add_release.txt"

type filter text

Resource
Builders
~w C/C++ Build
Build Variables
Environment
Logging
Settings
Tool Chain Editor
C/C++ General
Git
MCU
Project Matures
Project References
Run/Debug Settings
SystemVerilog Project Prope
Task Tags
Validation

Settings

Configuration: | Debug [ Active ]

% Tool Settings 53 Toolchains [ Devices . Build Steps

Pre-build steps

~ | | Manage Configurations...

Build Artifact BinaryParsers I

Command:

| Y]
Description:

Post-build steps

Command:

| srec_cat.exe "@.\crc_add_debug.txt” v|
Description:

v
Apply and Close Cancel

Figure 7.47. Adding Post Build Step for FreeRTOS Application CRC Binary Append (Windows)
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{ ! Properties for c_primary_app O X

type filter text Settings =1 2 - §

~ Resource
Linked Resources

Resource Filters Configuration: |Debug [ Active ] | Manage Configurations..

Builders
~ C/C++ Build

Build Variables
Environment Pre-build steps
Logging Command:
Settings |
Tool Chain Editor

C/C++ General Description:

Git | v|

MCU

Project Natures

& Tool Settings & Toolchains B Devices # Build Steps Build Artifact Binary Parsers | Y| ¥

Post-build steps

Project References Command:
Run/Debug Settings STEC, 5 crc_add_debug.txt” “ |
SystemVerilog Projec Description:
Task Tags - |
Validation

< > he

@ Apply and Close Cancel

Figure 7.48. Adding Post Build Step for FreeRTOS Application CRC Binary Append (Linux)

16. For Linux system, update the path within the crc script to match Linux path format.

# srec_cat command file to add the CRC and produce application file to be flashed
# Usage: srec_cat @filename

#first: create CRC checksum
. ./Debug/c_golden_app.bin -Binary

-fill OxFF Ox0000 0x40000 # fill code area with @xff

-crop 0xB8000 @x3fffe # just keep code area for CRC calculation below
-CRC16_Big Endian @x3fffe -CCITT # calculate big endian CCITT CRC16 at given address
-crop @x3fffe 0x40000 # keep the CRC itself

#second: add application file
../Debug/c_golden_app.bin -Binary
-fill @xFF 9x0000 ox3fffe # fill code area with @xff

# generate a Binary file
-0 ../Debug/c_golden_appcrc.bin -Binary

Figure 7.49. Update the CRC Script to Match Linux Path Format

17. Click Apply and Close.
18. Right-click on c_primary_app and click on Build Project.
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tLa Project Explorer = ES Yy § <D0
=5 c_primary_a——
= ¢_primary_b New !
& soc_primary Go Into
Open in New Window
Show In Alt+Shift+W >
B Copy Ctri+C
@ Paste Ctrl+V
Delete Delete
Remove from Context Ctrl+Alt+Shift+Down
Source »
Move..
Rename... F2
s Import..
i Export..
Build Project Incremental Build of Selected Project
Clean Project
Refresh F5

Figure 7.50. Build c_primary_app C/C++ Project

19. The console output is displayed as shown in Figure 7.51.

Invoking: GNU RISC-V Cross Create Listing

riscv-none-embed-objdump --source --all-headers --demangle --line-numbers --wide "c_primary_app.elf" > "c_primary_app.lst”

Invoking: GNU RISC-V Cross Print Size

riscv-none-embed-size --format=berkeley "c_primary_app.elf”

Invoking: Lattice Create Memory Deployment

riscv-none-embed-objcopy -0 binary --gap-fill @ "c_primary_app.elf” "c_primary_app.bin"; srec_cat "c_primary_app.bin" -Binary -byte-swap 4 -DISable Header -Output "c_primary_app.mem” -MEM 32
text data bss dec hex filename
84852 184 67292 152248 252b8 c_primary_app.elf

Finished building: ¢_primary_app.siz

Finished building: c_primary_app.lst
Finished building: c_primary_app.mem

srec_cat.exe "@..\crc_add_debug.txt"

15:13:27 Build Finished. @ errors, 36 warnings. (took 2m:427ms)

Figure 7.51. FreeRTOS App Build Project Console Output (Note: Warnings can be ignored)

20. This creates the debug folder and the following file with c_primary_appcrc.bin binary with CRC as shown in
Figure 7.52.
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5 Project Explorer <

v % c_primary_app
;ff Binaries
il Includes
2 src
w = Debug
== src
%5 c_primary_app.eff - [riscv/le]
Z| c_primary_app.bin
IQ{ c_primary_app.lst
c_prirnary_app.map
IQ{ C_prirnary_app.merm
Z| c_primary_appcre.bin
rakefile
objects.mk
sources.mk
%] c_primary_app.launch
crc_add_debug.bet
crc_add_releasetxt

|

000
>

Figure 7.52.FreeRTOS App Binaries Created with CRC

21. For programming into the flash and confirming both primary bootloader and FreeRTOS application projects are
functioning correctly, refer to the Programming Standalone Golden or Primary GSRD Bitstream and Application

Software section.

22. To create the following files with c_golden_appcrc.bin binary, set the #define _GOLDEN_BUILD_ in the main.c file
to build for golden bootloader and golden app binaries.

Set tor GOLDEN OR PRIMARY

#define _GOLDEN_BUILD_

Figure 7.53.Golden Build Define — Set _GOLDEN_BUILD_ for Golden Build in main.c

23. Repeat steps 1 to 21 to create golden bootloader and golden app project.

7.6. Generating the Multi-Boot MCS File

To generate the multi-boot MCS file, perform the following steps:
Note: Follow these steps only when you have or re-created both Golden and Primary bitstreams.

1. Launch the Lattice Radiant Programmer tool from Lattice Radiant as shown in Figure 7.54.
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Lattice Radiant Software 2025.1
f Install&Uninstall Cable Drivers
+
IP Packager

Power Calculator

Questa Lattice Edition

e
2
&

Radiant Programmer

Radiant Software
Radiant Software Help
Release Notes
Synplify Pro for Lattice

TCL Console

B ) ® e

Figure 7.54. Launch Radiant Programmer from Windows Start

2. Provide the location where you want to store the programmer .xcf file. Click OK.

£ Radiant Programmer - Getting Started

News Project:

Project Name: ‘m

Project Locabion: “

(@ Create a new project from 2 scan

Cable: ~ | Port: ~ Detect Cable

TCK Divider Setting (0-30x):
() Create 2 new blank project

Open Praject:

() Open an existing programmer project

Figure 7.55. Radiant Programmer Getting Started Window

Note: This displays the error message shown in Figure 7.56 since there is no hardware board connected. This error

message can be ignored.

8 Radiant Programmer - msaxcf
File Edit View Run Tools Help

PEEH S B8R B8
Enable Status Device Vendor Device Family Device Operation
1 Generic JTAG Device  JTAG-NOP Bypass

<

Output

= [m] =
Cable Setup 8 x
Cable Settings
Detect Cable
Cable: HW-USBN-28 (FTDIT) ~
Port: FTUSB-0 ~
Custom port:
Programing Speed Settings o
< >
g x

Lattice VM Drivers datected (HW-DLN-3C (Parale))
Programmer device database loaded

select the right cable type,
nstructions in the Programmer Help topic:

# you recentty plugged in the cable, please wait a few ssconds and try again.
& oparating system time to recognize the cable.

Output | Tcl Console

Figure 7.56. Error if No Board is Connected
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3. Click Tools > Deployment Tool.

£ Radiant Pregrammer - mesxcf *
File Edit View FRun  Tools Help
ﬂ l'_" = ‘[:L Deployment Tool
Enable Status Devi( Download Debugger
~# Programming File Utility
1 TAG-N(
# Custorn Flash Device...

Figure 7.57. Open Deployment Tool from Radiant Programmer

4. This opens the Deployment Tool window as shown in Figure 7.58.

B Radiant Deployment Tool - Getting Started ? X
(®) Create New Deployment

FunctonType: | Fle Conversion &

OutputFie Type: | IEEE 153215C Data Fle i

() 0pen an Existing Deployment

Recent Fies: €:JUsers/SKothar/Downloads/GSRDRelease fproject.ddt

Figure 7.58. Deployment Tool Start Window

5. Apply the settings as shown in Figure 7.59 and click OK.

Eal Radiant Deployment Tool - Getting Started ? X

@ Create New Deployment

Function Type: External Memary >

Output File Type: | Advanced SPI Flash b

O Open an Existing Deployment

Figure 7.59. Options for Creating New Deployment

6. In Step 1 of 4: Select the Input File(s) window, as shown in Figure 7.60:
a. Click the File Name field to browse and select the primary .bit from your primary soc project.

b. The Device Family and Device fields auto-populate based on the bitstream .bit file selected.
c. Click Next.
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a.
b.

Radiant Deployment Tool- projectO.ddt® = O X
File Edit Help
pea = W s~ o - R R . o
External Memory: Advanced SPI Flash
Step 1 of 4: Select Input File(s)
File Mame (*.bit *.rbt *.bin *.hex) Device Family Device
1 CfLAV-AT/soc_primary_gsrd_impl_1.bit LAV-AT LAV-AT-ETOD
Figure 7.60. External Memory Step 1 of 4: Select Input Files
7. In Step 2 of 4: Advanced SPI Flash Options, select the fields as shown in Figure 7.61.
Under Options tab, choose Output Format as Intel Hex and SPI Flash Size (Mb) as 512.
Select Quad 1/0 SPI Flash Read from the SPI Flash Read Mode dropdown menu.
E’:—.:.- Deployment Tool- proje — H
A @ e e £ E
External Memory: Advanced SPI Flash
Step 2 of 4: Advanced SPI Flash Options
Options  User Data Files ~ Multiple Boot
Ll
Output Format: Intel Hex ~
SPI Flash Size (Mb): | 512 v
SPI Flash Read Mode: |Quad I/O 5P1 Flash Read
[ Byte Wide Bit Mirror
] Retain Bitstream Header
O Optimize Memory Space
[ Encryption
Encryption Mode: [AES256-CBL
Encryption Key:
Edit Key
[ ECDSA Authentication
Authentication Mode: [ECDSA-256
Public Key: Load
Private Key: Load
ECDSA Signature: Load
] HMAC Authentication v
Previous Next
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Radiant Deployment Tool- projectl.ddt _ O
File Edit Help

A H EDEEDE £

External Memory: Advanced SPI Flash

Step 2 of 4: Advanced SPI Flash Options

Optiens User Data Files Multiple Boot

Qutput Format: Intel Hex ~
SPI Flash Size (Mb): 512 ~
5PI Flash Read Mode:  Cuad I/0 SPI Flash Read ~  Clock Mode: Single-ended Clock ~
[ Byte Wide Bit Mirror
[:l Retain Bitstream Header
() Optimize Memory Space
(] SFDP Enabled
[JJ Encryption

Encryption Mode:  AES236-GCM
Encryption Key:

Edit Key
[C] ECDSA Authentication

Authentication Mode: ECDS5A-256

Previous Mext

Figure 7.61. External Memory Step 2 of 4: Select Options

No changes needed in User Data Files section.
d. Under Multiple Boot tab.

i. Select the Multiple Boot option.

ii. Select Number of Alternate Patterns as 1.

iii. Under the Golden Pattern, browse and select the golden SoC bitstream (that is
soc_golden_gsrd_impl_1.bit) file. The Starting Address of Golden Pattern is automatically assigned.

iv. Under Alternate Pattern 1 field, click on the browse button and select the golden SoC bitstream. The
Starting Address of this pattern is automatically assigned. You can change it by clicking on the drop-down
menu. This is the pattern loaded during an event of next PROGRAMN/REFRESH or soft reset.

v. Click Next.
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8.
an .mcs file.

Radiant Deployment Tool- project0.ddt™
File Edit Help

e = R sl << =< B - R i 0o

e )
External Memory: Advanced SPI Flash

Step 2 of 4: Advanced 5P| Flash Options

Options User Data Files Multiple Boot

8 Muttiple Boot

Golden Pattern: | C:/LAV-AT/soc_gelden_gsrd_impl_1.bit

Starting Address: 000470000

[ Protect Golden Sector

Multi_Boot_Sel Options: Static

Mumber of Alternate Patterns:

Alternate Pattern 1: C:/LAV-AT/soc_golden_gsrd_impl_1.bit
Starting Address:  OxQD2EQO0D ~

Next Alternate Pattern to Configure: Primary Pattern v

Alternate Pattern 2:
Starting Address:

Next Alternate Pattern to Configure: Primary Pattern

Alternate Pattern 3:

Starting Address:

Next Alternate Pattern to Configure: Primary Pattern

Previous Next

Figure 7.62. External Memory Step 2 of 4: Multi-Boot

Radiant De

ayment Tool- project0.ddt* - o X
File Edit Help
ke ' 1sCll--~ g ec = Ry v 7} _{ EE
External Memory: Advanced SPI Flash
Step 3 of 4: Select Output File(s)
Output Filel: Ci/LAV-AT/multiboot_system.mes -
Previous Medt

Figure 7.63. External Memory Step 3 of 4: Select Output File(s)

In Step 3 of 4: Select the Output File(s) as shown in Figure 7.63. Choose the location on your machine to generate
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9. Click Next.

10. In Step 4 of 4: Generate Deployment, click Generate at the bottom right corner as shown in Figure 7.64.

Kl
File Edit Help
AR S E TR £E

External Memory: Advanced SPI Flash

Step 4 of 4: Generate Deployment

Deployment Tool Summary
Input File: C:/LEV-AT/soc_primary gsrd impl l.bit

Options:
Output Format: Intel Hex
5SPI Flash Size (Mb): 512
5SPI Flash Read Mode: Quad I/0 SPI Flash Read
Byte Wide Bit Mirror: Off
Retain Bitstream Header: 0ff
Optimize Memory Space: Off
Multiple Boot: On
Golden Fattern: C:/LAV-RT/scc_golden_gsrd_impl_l.kit

[}

View File

Command Line

"CifIsce/radiant/2025_1p.40/pregrammer/bin/nt64/ddtemd” -oft -advanced -dev "LAV-AT-E70" -if "Ci/LAV-AT/
soc_primary_gsrd_impl_1.bit" -format int -flashsize 513 -quad 1 -gelden "C:/LAV-AT/soc_golden_gsrd_impl_1.bit" -
goldenadd 000470000 -Multi_Sel Static -multi 1 -altfile "C:/LAV-AT/soc_golden_gsrd_impl_1.bit" -address (D0ZEO0D0 -next

prim -of "C:/LAV-AT/multiboot_system.mcs"

Successfully generate file(s)
CALAV-AThsoc_golden_gsrd_impl_1_alterD_tmp.bit

Format: Intel Hex

Output File: C:/LAV-AT/multiboot_system.mcs

Sector (u00BEQ000: CALAV-AT\soc_gelden_gsrd_impl_1_alterd_tmp.bit.
Start generation.

Generating Intel Hex PROM File.....

Successfully generate file(s)

CALAV-AT\multiboot_system.mcs

Lattice Radiant Deployment Tool has exited successfully.

Previous

Generate

Figure 7.64. External Memory Step 4 of 4: General Development

11. Check for the following output as shown in Figure 7.65.

Lattice Radiant Deployment Tool has exited successfully.

Figure 7.65. MCS File Generated Successfully

12. The generated final .mcs file is now ready to be programmed into the external flash using the Radiant Programmer.

13. Close the Deployment Tool window.

14. For programming into the flash and confirming the MCS file is built correctly, refer to the Programming Standalone

Golden or Primary GSRD Bitstream and Application Software section.
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7.7. Setup Host Machine for Ping Test (Windows)

The setup is based on the setup on Windows 11 Host Machine to the evaluation board. For Linux-based machine, refer
to the setup procedure in the Linux Setup IP Address.

1. Search for Ethernet settings from the Windows Menu.

All Apps Documents Web

Best match

@ Ethernet settings
System settings
Related: "network settings”
Ethernet settings

Settings
System settings

Network status
Wi-Fi settings
- = Open

Proxy settings

Hotspot 2.0 settings Get quick help from web
VPN settings Run an internet speed test

Search the web

£ network settings - See more search
results

L network settings wifi

network settings and connections

0
L network settings menu
0

network settings reset

Figure 7.66. Configure Ethernet Settings

2. Select the Ethernet on the left panel and identify the Ethernet port connected to the evaluation board.
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Settings - o x
@ Home Ethernet
I J . | Ethernet 4
Not connected
Network & Internet
£ Swwe Related settings
& Wik Change adapler cptions

Change advanced shanng ophions

Network and Sharng Conter

S Dial-up
Windaws Firewalt

% VPN

e Help from the web
Updating network adapter or driver

%% Mobile hotspot Fodng Cthemet connection issues
Run an mtemet speed test

® Proy

Finching myy IP address

@ Gethelp

: Geve feedback

Figure 7.67. Select Ethernet Port

3. Click the Ethernet port connected to the evaluation port and click Edit at the IP settings section.
Note: The status of Ethernet 4 is Not connected because this port hasn’t been configured.
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&« Settings
t Ethernet 4

Metered connection
I o have o limdted data plan and want mone control over dats usage.

make this connection a metered network, Some apps might work
differently to reduce data usage when you're connected to this network,

Sat a8 metered connechon
@ on

If your set 3 data limit. Windows will set the metered connection setting
for you to help you stay under your limit.

Set & data lemit 1o help contnod dats uzage on this network

IP settings
I assignmment: Manual
|Pwd address: 192.968.1.2

IPvd subnet prefix length:

Pl it 192.368.1.1

Properties

4. Set up the IP address, Subnet prefix length, and Gateway. Click Save:

Figure 7.68. Edit IP Settings

Edit IP settings: Manual

IP address: 192.168.1.2

Subnet prefix length: 24
Gateway: 192.168.1.1

Preferred DNS (required for Windows 11): 192.168.1.1
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Edit IP settings

Manual

IPwd
IP address

192.168.1.2

Subnet prefix length

24

Gateway
192.163.1.1

Prefermed DNS

Alternate DNS

v Cancel

Figure 7.69. Set the IP Settings to Manual, IP Address, Subnet Prefix Length, and Gateway

5. Once the Ethernet settings are set up, open Command Prompt on the host PC.

6. Type ipconfig at the Command Prompt to check the connection between the host PC and evaluation board as
shown in Figure 7.70.

Ethernet adapter Ethernet 4:

Connection-specific DNS Suffix . :

Description . . . . . . . . . . . : Intel(R) Ethernet Connection (23) I219-LM
Physical Address. . . . . . . . . : FC-5C-EE-B7-7E-7D

DHCP Enabled. |

Autoconfiguration Enabled

IPv4 Address. . . . . . . . . . . : {Preferred)
Subnet Mask . . . . . . . . . . . : . .8

Default Gateway . . . . . . . . . 1 1

NetBIOS over Tcpip. . . . . . . . : Enabled

Figure 7.70. Check Ethernet Connection

7.  Run the ping command: ping 192.168.1.4. A successful ping to the evaluation board should indicate the number of
packets sent equal to the number of packets received with zero packet loss.
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B Command Prompt - ] X

5.6216
ration. All r s reserved.

times in mill
imum = 7ms, Ay

Figure 7.71. Ping the Device

8. Check the UART terminal on the evaluation board. Once the ping packets are received, dots are printed on the
UART terminal.

Figure 7.72. UART Terminal Showing the Printout When Ping Packet Received
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8. Customizing the GSRD

This section describes the customization that can be applied to this reference design. The hardware related
modifications are made by using Propel Builder, since it is the main design entry tool. The software-related
modifications are made by using Propel SDK.

8.1. Adding Component to the GSRD

This reference design can be used as a base design to add components or IPs that your project requires. You can
perform this in Propel Builder using the Schematic view. The following procedure shows the design flow in general.

8.1.1. Hardware Flow
To add a component or IP:

1. In Propel Builder, select and add IP from the IP Catalog window. Complete the IP configuration using the wizard
and generate.

Note: If you need to create a custom IP, refer to Lattice IP Packager 2025.1 (FPGA-UG-02236).

2. Connect the newly added IP to the RISC-V CPU or other IPs in the system. There are three primary interface types:
e  AXI4 or AXI-lite — Add new Manager/Subordinate interface in system_ic_inst (depending on the interface type
on the new IP). Connect the newly added IP to the newly added interface on the interconnect.
e APB - Add new Requestor/Completer interface in system_apb_ic_inst. Connect the newly added IP to the
newly added interface on the interconnect.
e  AHB-Lite — Add new Manager/Subordinate interface in system_ic_inst. Since the newly added IP has AHB-Lite
interface, you need to add AXI4 to AHB-Lite Bridge IP in between.

Connect the clock and reset signals, and data buses of the newly added IP.
Export the I/O from newly added IP to top level module (if applicable).
Go to Address view to assign the base address for the newly added IP.

o v kW

If you made changes to the bootloader, follow these steps to update the System Memory’s initialization file.
Otherwise, skip this step.

a. Select the System Memory instance from the Design View in the left column and it highlights the
system_boot_mem_inst.

b. Double-click on the highlighted component shown in the schematic and it opens the Module/IP Block Wizard.
Click on the three dots at the Initialization File’s Value field to locate and select your bootloader file.

d. Click Generate at the bottom-right corner of the Module/IP Block Wizard as shown in Figure 8.1.
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., Module/IP Block Wizard

Configure Component from Module system_memory Version 2.4.0
Set the following parameters to configure this component.

Diagram system_boot_mem Configure [P
B General Port S0 Settings
Property
~ General
Interface
System_boot_mem Memory Address Depth [1- 114688]
Data Bus Width(bits)
Memory Type
XI SO Port Count
axi aclk i AXI4 D Width
~ Data Streamer
ax' resetn | Enable Data Streamer
system_memory
~ |nitialization

Initialize Memory
Initialization File Format

Initialization File

A »

User Guide No DRC issues are found.

Value

AXl4
32768

LRAM

hex

Port 51 Settings

der/Debug/c_primary_bootloader.merr | 0

Generate

Cancel

Figure 8.1. Bootloader File Updated in System Memory

Upon completion, select Design > Validate Design and make sure no DRC error.

Select Design > Generate > Generate to update the SoC design.
In Lattice Radiant, assign pins for the newly added IP (if applicable).
10. Click Export Files to generate the updated bitstream.

8.1.2. Software Flow

If the newly added IP contains software driver, update the Board Support Package (BSP) in the software project. To

update the BSP, perform the following:

1. In Propel SDK, right-click on the software project that you are working on and select Update Lattice C/C++ Project.
In the Update System and BSP dialog box, you may observe a Directory is not correct! error as shown in Figure 8.2.

This is because the software project is created in another PC with a different system environment path when the

project is imported to Propel SDK.
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$ C/C++ Project — O ht

Update System and BSP

Select system environment file and BSP package

Current System env: | _v1/golde n_gsrdfc_golden_bootloaher!src."sys_env.xmI |

New System env: Directory is not correct! Browse...

O Re-generate toolchain parameters and linker script
[Jupdate BSP package

Cancel

Figure 8.2. New System ENV Error

2. Click the Browse button to navigate to the new system env path in your PC.
For example: <my_work_dir>/sge/sys_env.xml

Note: This step updates the software project to point to the Propel Builder system env file located on your PC. The
correct path is displayed instead of the previous error.

3. Select the Update BSP package box. This shows the newly added IP driver and version available for update.

Note: Do NOT select Re-generate toolchain parameters and linker script box. The software projects provided in
this reference design contain modified linker script. Selecting this option overwrites the modifications.

Click Update to complete the process.

Build the software project to obtain updated executable files (.elf, .mem, and .bin).

8.2. Using ECO Editor

During the initial design phase when the bootloader code is being developed, you may need to update the bootloader
more frequently. This requires dynamic updating of bootloader file. Typically, the bootloader is loaded into the System
Memory with .mem file during the bit file generation phase. The Engineering Change Order (ECO) editor tool allows you
to update such ¢_bootloader.mem dynamically without requiring the entire Radiant flow to be re-run.

The following example demonstrates how to change/update the .mem file dynamically.

1. Click on Tool > ECO Editor or click on below icon. It opens the ECO Editor windows.

COEBEER:GOELERBRSBS

Figure 8.3. ECO Editor Icon in Radiant Software

2. Click on Memory Initialization tab.
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File Window Help

A

o) Name Direction Pin

,  uart_txd_o ouT M2 1
uart_rxd_i IN L8 1
system_rstn_i IN N9 1
sgmii_ser_tx_o OUT uze 5
sgmii_ser_r_i | IN V24 5
sgmii_an_lin...  OUT RS 1
sfp_i2c_sda INQUT Tig 6
sfp_i2e_scl INOUT u1g 6
sfp_disable o OUT T19 [
pll_clk_i IN 2 6
ospi_ss_n_o[0] OUT GT 0
ospi_sclk_o out G6 0
ospi_dt_ie[3]  INOUT Ha 0
aspi_dt_is[2]  INOUT KS 0
ospi_dt_io[1]  INOUT HE 0
ospi_de_is[0]  INOUT H7 4]
" sys0 setings

BANK

10_TYPE CLAMP DIFFDRIVE  DIFFRESISTOR DRIVE
LVCMOS23 OFF N& OFF a8
LVCMOS33 oM N& OFF NA
LVCMOS33 ON N& OFF Na
VDS ON 35 OFF NA
LvDs ON NA I 100 A
LVCMOS33 OFF N& OFF ]
LVCMOS33 ON NA OFF 8
LVCMOS33 ON N& OFF a
LVCMOS33 OFF NA OFF ]
LVCMOS33 ON NA OFF NA
LVCMOS33 OFF NA OFF ]
LVCMOS33 OFF NA OFF a
LVCMOS33 ON NA OFF ]
LVCMOS33 ON N& OFF a
LVCMOS33 oM NA OFF 8
LVCMOS533 ON NA OFF a

GLITCHFILTER

OFF

ON

ON

ON

ON

ON

HYES

NA

ON

ON

MNA

NA

MNA

ON

ON

NA

ON

NA

NA

ON

ON

ON

ON

|

Figure 8.4. ECO Editor syslO Settings Tab

3. Search for the system_boot_mem instance.

Memaory Instance

» secured instance 0 19208
» memi

-~ system_boot_mem

Attribute
Width:32 Depth:64 Mode:EBR

Width:32 Depth:16284 Mode:EBR

Width:32 Depth:65536 Mode:EBR

Memory Initialization

Choose File ...

~ Components

system_boot_mem_inst.Iscc... EBR_CORE_R80C124
system_boot mem_inst.lIscc... EBR_CORE R70C120D
system_boot_mem_inst.Iscc... EBR_CORE_R46C120
system_boot_mem_inst.Iscc... EBR_CORE_R90C96

system_boot_mem_inst.Iscc... EBR_CORE_R80C140

Figure 8.5. ECO Editor Memory Initialization Tab

4. Click on Choose File ... to browse for ¢_booloader.mem file.
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[2] Memory Initialization Settings x

Initialize all bits to 0
Initialize all bits to 1

@ Initialize by Memaory File

File Format: | Binary &
Mernory File:

Cancel

Figure 8.6. Select bootloader in Memory Initialization Settings

5. After ¢_bootloader.mem is loaded in the Memory File field, change File format to Hexadecimal. Click OK.

=] Memary Initialization Settings X

() Initialize all bits to 0
Initialize all bits to 1

® |nitialize by Memaory File

File Format: | Hexadecimal =
Memory File: | 'sw/c_golden_bootloader/Debug/c_golden_bootloader.mem

QK Cancel

Figure 8.7. Change file format in Memory Initialization Settings

Starcing: "eco_config memory -mem id {system boot mem} -init file {C:/Work/GSRD3.0/Alpha_Release/CPNX-100/sw/c_golden bootloader/Debug/c golden bootloader.mem} -format HEX"

INFO <2989992> - Success to config memory system boot mem

B Tel Consale E Qutput F Find Resuls 3| Message

Figure 8.8. Updated System Memory Content

6. Click Save.

File Edit View Project Tools Window Help

o'if)J QeQQ IF NE @
[> Synthesize Design | Map Design _ | Place & Route Design | Export iles |

Figure 8.9. Save Icon
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)

Save

By default ECO changes will be saved to current active UDB file, these changes
will be discarded after re-run Map, Place and Routing process. To keep these
changes, you can export ECO changes to a Tcl script file or save ECO changes to

a separate inactive UDB file.
Export Save as... Cancel

1%

Figure 8.10. Save ECO Changes

7. After saving the project, hit the Run icon. The Post Route Timing Analysis and Export Files phases are re-run.

File Edit View Project Tools Window Help

s~ B~ D C o Qaeaa 3FEF "Lk @
’ Synthesize Design | Map Design | Place & Route Design | n Export Files

Figure 8.11. Re-run partial Radiant flow

8. The bitstream is re-generated with updated .mem file in the System Memory.

File Edit View Projet Tools Window Help

- -

15 @ QaQQ ogEN
> Synthesize Design | Map Design | Place & Route Design | Export Files |

Figure 8.12. Completed Radiant flow

Creating bit map...

Bitstream Status: Final Version 4.6.

Bitstream generation complete!
Total CPU Time: 9 secs

Total REAL Time: 56 secs
Peak Memory Usage: 1956 MB

Thank you for using Radiant. Total CPU/Elapsed time: 0 secs /1 mins 10 secs
Done: completed successfull

Tel Console = Output = Find Results E? Message

Saving bit stream in "C:/Work/GSRD3.0/RAlpha_ Release/CPNX-100/hw/test/soc_golden gsrd/impl 1/soc golden gsrd impl l.bit".

¥*#%% CMD bit_generate - CPU/Elapsed: 0 secs / 1 mins 10 secs , MEM/Increased: 60.542 Mb/ 0.08€ Mb, DATE: 13:32:14 08/01/25

Figure 8.13. Bitstream is Re-Generated
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9. Building the RISC-V Zephyr

The Golden System Reference Design (GSRD) now supports Zephyr as an additional real-time operating system (RTOS).

In this reference design, Zephyr RTOS serves as the RISC-V firmware component for the GSRD project. This section

provides a comprehensive guide to configuring the Zephyr build environment, compiling the firmware, and deploying

the Zephyr binary to the target device. The Zephyr setup and compilation steps are performed on an Ubuntu operating

system, validated on Ubuntu 22.04 LTS and 24.02 LTS.

Below are the prerequisites:

e Lattice Propel 2025.1.1 64-bit for Linux installed in the Ubuntu OS.

e  Working and successfully built Golden bootloader and bitstream performed in the Compiling and Running the
Reference Design section.

9.1. Configuring the Zephyr Build Environment
To configure the Zephyr Build environment, perform the following steps:

1. Install the required dependencies:
sudo apt install --no-install-recommends git cmake ninja-build gperf \
ccache dfu-util device-tree-compiler wget \
python3-dev python3-pip python3-setuptools python3-tk python3-wheel xz-utils file \
make gcc gcc-multilib g++-multilib libsdl2-dev libmagicl srecord
2. Verify the versions of the main dependencies installed on your system by entering:
cmake -version
python3 -versiondtc --version
3. Install Zephyr’s additional Python dependencies in a Python virtual environment. Install Python venv package:
sudo apt install python3-venv

4. Create a directory named zephyrproject in the home directory. The folder hosts all Zephyr related project files.
mkdir ~/zephyrproject
5. Create a new virtual environment.
python3 -m venv ~/zephyrproject/.venv
6. Activate the virtual environment. Once activated, your shell is prefixed with .venv. The virtual environment can be
deactivated at any time by running deactivate command.
Note: Remember to activate the virtual environment every time you start working.
source ~/zephyrproject/.venv/bin/activate
7. Install west by running the command below.
pip install west
8. Clone Zephyr GSRD source code into the local machine:
e GSRD Zephyr repository: git@github.com:LatticeSemi/Zephyr-Lattice.git
e  GSRD Zephyr branch: lattice_zephyr_v2025.01
git clone git@<github_link.git> -b <branch_name> ~/zephyrproject/Zephyr
9. Initialize the Zephyr project.
west init -1 ~/zephyrproject/Zephyr
cd ~/zephyrproject
west update
10. Export a Zephyr CMake package. This allows CMake to automatically load boilerplate code required for building
Zephyr applications.
west zephyr-export
11. The Zephyr’s scripts/requirements.txt file declares additional Python dependencies. Install the files with pip.
pip install -r ~/zephyrproject/Zephyr/scripts/requirements.txt

www.latticesemi.com/legal


http://www.latticesemi.com/legal
https://www.latticesemi.com/view_document?document_id=54908
mailto:git@github.com:LatticeSemi/Zephyr-Lattice.git

= LATTICE

9.2. Building the Zephyr
To build the Zephyr, perform the following steps:

1.

Activate python virtual environment.

source ~/zephyrproject/.venv/bin/activate

Set ZEPHYR_BASE path to the zephyr project directory:

export ZEPHYR_BASE=<ZEPHYR_GIT DIRECTORY>/Zephyr

Set the following environment variable for Zephyr cross-compilation:

export ZEPHYR_TOOLCHAIN_VARIANT=cross-compile

#Cross-compiler path can be found upon Propel installation with prefix

export CROSS_COMPILE=<PROPEL_PATH>/1scc/propel/2025.1/sdk/riscv-none-embed-
gcc/bin/riscv-none-embed-

#Cross-compiler toolchain path

export TOOLCHAIN_ HOME=<PROPEL_PATH>/lscc/propel/2025.1/sdk/riscv-none-embed-gcc

To enable the device ping command application, refer to the Ping Test (Device to Host) section to enable in the
defconfig.

Run the build command.
west -v build -p always -b lattice_avant samples/hello_world

The output message as shown in Figure 9.1 is observed if the build is successful.

Memory region Used Size Regilon Size %age Used
RAM: 197252 B 2 GB 0.01%
IDT_LIST: 0 GB 2 KB 0.00%

Generating files from /home/admin-ubuntu/zephyrproject/Zephyr/build/zephyr/zephyr.elf for board: lattice_avant
(.venv) admin-ubuntu@adminubuntu-desktop:~/zephyrproject/Zephyrs Ji

Figure 9.1. Success Zephyr Build

Additionally, the zephyr_crc.bin file is generated in ~/zephyrproject/Zephyr/build/zephyr directory. The file is used
to program into the SPI flash device to run the Zephyr firmware.

(.venv) admin-ubuntu@adminubuntu-desktop:~/zephyrproject/Zephyr$ 1s build/zephyr/

arch edt.pickle lib snippets_generated.cmake zephyr.dts.pre
boards include 1ibzephyr.a soc zephyr.elf

cmake isr_tables.c linker.cmd subsys zephyr_final.map

CMakeF1iles isr_tables swi.ld TUlinker.cmd.dep zephyr.bin zephyr.map
cmake_install.cmake 1isr_tables_vt.ld linker_zephyr_pre0.cmd zephyr_pre0.elf

drivers kconfig linker_zephyr_pre@.cmd.dep

zephyr_pre0.map

dts.cmake kernel misc h zephyr.stat

Figure 9.2. Generated zephyr_crc.bin

9.3. Running the Zephyr

1.

To run Zephyr, program the zephyr_crc.bin into the SPI flash. Refer to the Programming Standalone Golden or
Primary GSRD Bitstream and Application Software section for more details.

Flash the golden bitstream to CRAM.

Once the bootloader is booted, it jumps to Zephyr. Once Zephyr starts, it performs the GPIO test by toggling LED
on/off.
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& CoMS - PuTTY

Figure 9.3. Zephyr Boot-Up

9.4. Read, Write, and Erase SPI Flash Device with the Zephyr Commands

Zephyr provides a UART terminal interface that allows you to execute various commands, including operations on SPI
flash memory. This section explains how to use Zephyr commands to read, write, and erase memory content on an SPI
flash device.
Below are the supported flash commands in Zephyr:
e Read command:
flash read <address> <length_in_hex>
e  Write command:
flash write <address> <hex data>
e Erase command:
flash erase <address> < length_in_hex >

To read/write/erase the SPI flash device, perform the following:

1. To perform a flash read from SPI flash device offset at 0x2900000 for 48 bytes of data, run the sample command
below.
flash read ospi@c4000000 0x2900000 30
2. Write some content to the SPI flash device.
flash write ospi@c4000000 0x2900000 11112222 33334444 55556666 77778888
3. Read back the content from SPI flash device to check if it is updated.
flash read ospi@c4000000 ©x2900000 30
4. Erase the content from SPI flash device.
flash erase ospi@c4000000 ©x2900000 30
5. Read back the flash offset to verify that it is correctly erased.
flash read ospi@c4000000 0x2900000 3
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Figure 9.4. Zephyr Flash Read/Write/Erase Commands

9.5. Ping Test (Host to Device)

To run ping test triggered by host machine, refer to the Setup Host Machine for Ping Test (Windows) section. The host
machine shows the number of ping packets sent and received to/forth from the device.

Command Prompt
C:\Usersikjlee>ping 192.168.1.4

Pinging 192.168.1.4 with 32 bytes of data:

Reply from 19 68.1.4: byte 2 time=Ims TTL=64
Reply from 192. .1.4: by time= 64
Reply from 19 1.4: 1

Reply from

Ping statistics for 192.168.1.4:
Packets: Sent = 4, Received = 4, Lost = @
Approximate round trip times in milli-seconds:
Minimum = 1ms, Maximum = 1ms, Average = 1ms

Figure 9.5. Zephyr Ping Test triggered by Host

9.6. Ping Test (Device to Host)

Zephyr provides a feature that supports network commands for triggering a ping from the device. This section offers
guidance on the modifications required in the Zephyr code and the Golden Bootloader C code to enable this feature.
Finally, it provides an example command to demonstrate how to trigger a ping from the device.

To ping test from device to host, perform the following steps:

1. To enable Zephyr net command, add the following config in the lattice_avant_defconfig file located within Zephyr
project ~/zephyrproject/Zephyr/boards/lattice/avant directory:

60
61 CONETG _MET _TPWA HDR OPTIONS=n

62§ | CONFIG_NET_SHELL=y

63  CONFIG_NET_SHELL_DYN_CMD_COMPLETION=n
64  CONFIG _NET_TC TX COUNT=8

65  CONFIG_NET_TC_RX_COUNT=8

66  CONFIG ENTROPY GENERATOR=y

6 5‘ CONFIG_TEST_RANDOM_GENERATOR=y

kil
L=

Figure 9.6. Enabling Zephyr Net Command
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2. Update the post-build script to generate CRC checksum at larger offset (generated image with 512 kB size) in
CMakelLists.txt file located in ~/zephyrproject/Zephyr/soc/lattice/avant/ directory as shown in Figure 9.7.

15

=
oh

 set(FILL _HEX BxFF) _

17 || set(IMAGE_SIZE @x30668)

12 set(IMAGE START OFFS @x8)

19%“ set(CRC_CALC_SIZE @x7FFFE)

28 tind_program(SREC_CAT srec_cat)

Figure 9.7. Post-Build Script Change to Generate CRC Check Sum at Larger Offset

3. Rebuild the Zephyr code to generate new zephyr_crc.bin file. Refer to the Building the Zephyr section for more
details.

4. Inthe C/C++ bootloader project main.c, update the size of Zephyr image to read from SPI flash (read 512 kB size) as
shown in Figure 9.8.

112 | #define APP_END ADDR (ex7Fffe)

119 [|#define FW CRC_ADDR (@x7fffc)

126 TFaetine LPUUK_APPLLUATLIUN_FEMURY_START_AUUR | SYSTEM_CPDDRA_MC_INST_MEMC_DATA MEM_MAP_BASE_ADDR)

#121 #define LPDDR_APPLICATION_MEMORY_END_ADDR (SYSTEM_LPDDR4_MC_INST_MEMC_DATA_ MEM_MAP_BASE_ADDR + APP_END_ADDR)

122 #define LPDDR_FW_CRC (SYSTEM_LPDDR4_MC_INST_MEMC_DATA ! \AP_BASE_ADDR + FW_CRC_ADDR)

123 #define LPDDR FW SI7E (@x80008U) / / (PRIMARY_APPLICATION MEMORY_END_ADDR - PRIMARY_APPLICATION MEMORY_START_ADDR + 2)
124 [#define QSPI_FW_FETCH_SIZE (258) ‘

125 [ #define OSPI FETCH SEQ 2834

Figure 9.8. C/C++ Golden Bootloader Project Update to Accommodate Larger Zephyr Image Size (512 kB)

5. Build the bootloader project. Then, regenerate the Golden bitstream with newly generated bootloader FW. Refer to
steps 7 to 10 in the Building the Bare-metal Bootloader Using the Lattice Propel SDK (Primary and Golden) section
on how to build the Golden bootloader FW and regenerate the Golden bitstream using ECO Editor method.

6. Program the updated bitstream and zephyr_crc.bin file to the board. Refer to steps 1 to 20 in the Programming
Standalone Golden or Primary GSRD Bitstream and Application Software section for the details.

7. Once the Zephyr boot-up, you can run the net ping commands to execute ping command from device to Host.

Note: The host firewall setting may block the inbound ping (ICMP) packet from device. Disable the firewall if ping
from the device fails).
net ping <ping_address>

E® COMS - PuTTY - O x

Figure 9.9. Zephyr Ping from Avant
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10. Debugging the GSRD

10.1. Debugging Using Reveal Signal

To debug the hardware and software design on the GSRD, the Reveal signals can be added as the trigger to generate
waveform to capture the respective signals. Refer to Chapter 2 and 3 of the Reveal User Guide for Radiant Software
document for the steps on how to run the Reveal Inserter and Analyzer.

10.2. Debugging Using the OpenOCD Debugger

Software C/C++ project can be debugged by using the GDB OpenOCD debugger embedded inside the Propel SDK. Refer
to the Programming and On-Chip Debugging Flow section of the Lattice Propel 2025.1 SDK User Guide (FPGA-UG-
02234) for the steps on building and loading the symbol file.

10.3. Debugging with Verbosity Level

Refer to the Appendix B. Enabling Verbosity Level in Software to enable software verbosity level for debugging
purposes.
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Appendix A. Changing the SPIM Settings in the NV Register

Perform the instructions in this appendix if you are using SPI flash that requires 4-Bytes (32-bit) addressing mode.
To change the SPIM settings, perform the following:

1. Perform a one-time step required by JTAG to Program NV Register 1 to modify the default SPI Addressing and
Command mode from 24 bits to 32 bits. You need to do this only once for your board. Subsequent programming
does not need to program NV Register 1 again.

£ LAV-AT ENG - LAV-AT-E70EST - Device Properties ? e

General Device Information

Device Operation

Targst Memary: Non Velstile Configuration Memory L
Port Interface: ITAG b
Access Mode: Fezture Rows Programming L
Operation: Program Control NV Registerl L

=

Figure A.1. One-Time Programmable Control NV Registerl

2. Click OK and click the Program Device Icon or go to the menu item, Run > Program Device.

3. Change bit 0 to 1 for 32-bit SPIM Address and 32-bit SPIM Commands as shown in Figure A.2. For changing these
bits, click once on the 0 values in the Chip Value row.

p— p—
N =8
e
- = =
E EE
5 5 3
9 © o — g
el el e Ll B ot 2
= “ —
Eet 2 EEEEESEE g8
EEE 4 B H R R R
I Sk e} v vevzZess
N EB 555 5 2 s = T 8 8 8903455
Lo S 222 [ = AR
s =TT EEE <,:UUG EEEE;aa.:E_E.
c c cC = TEEs. = .= .= .=
v vV oG oo oo 2 O&@-ﬂ&ou"_'_'_*_EEEosg
¥ ¥ w A A QA - - Emﬂz_.SE_DE_U):I:F:Emm
Sods v v b5 8 5 & 5 [llh= v 233 ITT .. 5L L
VYUY g g 8T D oo Ed =) =200 Z L e o o 2 85 B 8o
Eugt’.tﬁ“(IO“‘“‘LL_‘D—‘C"-QNOEEEE‘;*.;::';:
553282z SSRGSl BB 5 R8BS E o588
SO SzzzecabiegeglieEBHalcbannan=z=z=zn =z =
Default D |0 0|0 000 O 0|0 0|0 O ORgo 0 §o ) |0 |0 |0 0|00 0 0|0
ChipValue 0 0 0 0 0 0 0 0 0O 0 00O OO P ORI PO OO0O0CO0OO0OO0OODO0DOCO0O0
| — —
|< >
Program Close

Figure A.2. Settings to Select Chip Value

Note: Update the value of the two highlighted fields. NV Register 1 is an OTP (One-Time Programmable) register.
4. Click Program.
5. Power cycle the Evaluation board.
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Appendix B. Enabling Verbosity Level in Software

Debuglib is added to implement software verbosity level. There are three verbosities levels: DEBUG_ERROR,
DEBUG_INIT, and DEBUG_INFO. Debug Build is enabled by default.

Table B.1. Debuglib Verbose Levels

Debug Level Description
DEBUG_INIT Used for all initialization printout. Mandatory.

Enabled for both Debug and Release build.
DEBUG_INFO Used for additional information printout for debugging

purposes.
Enabled for only Debug build.

DEBUG_ERROR

Used for error printout.
Enabled for both Debug and Release build.

To enable verbosity in the software, perform the following:
1. To enable alogging print, you can call DEBUG_MSG (PRINTLEVEL, “Messages”). PRINTLEVEL is the verbosity level
selection above. For example, to enable DEBUG_INFO print, you can set the following function:
DEBUG_MSG(DEBUG_INFO, “Hello World.”);
e  For the Debug Build, all three levels of logs are printed.
e  For the Release Build, logging with DEBUG_ERROR and DEBUG_INIT are printed.

2. You can enable the Release Build by right-click on c_primary_app > Build Configurations > Set Active > Release.

#*Q

New
Go Into

Open in New Window
Show In
Show in Local Terminal

Copy

Paste

Delete

Remove from Context
Source

Move..

Rename...

Import...
EXport...

Build Project

Clean Project

Refresh

Close Project

Close Unrelated Projects

Build Configurations
Build Targets

Index

Run As

Debug As
Profile As

Restare from Local History...

Run C/C++ Code Analysis
Team

Compare With

Configure

Source

Rebuild SV Index
Validate

Properties

Alt+Shift+W

Curl+C
Cirl+V
Delete
Ctrl+Alt+5hift+Down

F2

F5

Alt+Enter

>
3

»

> Set Active > 1 Debug
> Manage... + 2 Release
: Build All

4 Clean All

? Build Selected...

bl

>

»

>

»

Figure B.1. Set Release Build Configurations
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3. Set the defined symbols into the toolchain by right-click on project > Properties. In the C/C++ Build, select Settings
> GNU RISC-V Cross C Compiler > Preprocessor > Defined symbols (-D) > Add LSCC_RELEASE_BUILD > Apply and

Close.

0% Properties for c_primary_app
type filter text Settings
Resource
Builders =
v C/Ce= Build Configuration: Debug [ Active |

Build Variables

Environment

Logging

Settings

Tool Chain Editor
C/C++ General
MCu
Project Natures
Project References
Run/Debug Settings

SystemVerilog Projec

Task Tags
Validation

® Tool Settings ® Toolchains M Devices

<

<

]

¢

(& Target Processor

3 Optimization

2 Wamings

(2 Debugging

® GNU RISC-V Cross Assembler

& Preprocessor

(3 Includes

& Wamings

(& Miscellaneous

GNU RISC-V Cross C Compiler

(% Preprocessor

2 Includes

& Optimization

& Wamnings

(2 Miscellaneous

GNU RISC-V Cross C Linker

(2 General

(& Libraries

(& Miscellaneous

® GNU RISC-V Cross Create Listing
& General

® GNU RISC-V Cross Print Size
(2 General

% Lattice Create Memory Deployment
(2 General

&

L]

m) *
R ISR
~
~| Manage Configurations..
# Build Steps Build Artifact . Binary Parsers ©@ Error Parsers
[]] Do not search system directories (-nostdine)
[ preprocess only (-E)
Defined symbols (-D) 808
I0_UART_APB
2 Enter Value b4 |
Defined symbols (-D)
LSCC,RELEASE,BUIlli ‘
Undefined symbols (-U) € o
Restore Defaults Apply v
Apply and Close Cancel

Figure B.2. Add LSCC_RELEASE_BUILD Defined Symbols for Release Build Output

4. Right-click on c_primary_app and click on Build Project.

lLu Project Explorer x

=5 ¢_primary_a——
> ¢_primary_b 4= ’
@ soc_primary Go Into
Open in New Window
Show In Alt+Shift+W >
B Copy Ctri+C
[T Paste Ctrl+V
Delete Delete
Remove from Context Ctrl+Alt+Shift+Down
Source »
Move...
Rename... F2
i Import..
i Export.
Build Project Incremental Build of Selected Project
Clean Project
Refresh F5

Figure B.3. Build c_primary_app C/C++ Project

These actions enable verbosity levels DEBUG_ERROR and DEBUG_INIT in the Release Build.
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Appendix C. Using Different SPI Flash Manufacturer in GSRD
Bare-metal Bootloader

There are few SPI flash manufacturers supported by Octal SPI Controller IP and drivers such as Winbond, Macronix, and
Micron.

To build the GSRD bootloader for specific SPI flash model, perform the following steps:
1. Launch the Propel SDK and open the c_primary_bootloader or c_golden_bootloader project.

2. Change the flash define parameter in octal_spi_controller.h-to the respective SPI flash model (see Figure C.1).

1l octal_spi_controller.n x

#ifndef OCTAL_SPI_CONTROLLER_H_
#define OCTAL_SPI_CONTROLLER_H_

x4 F

#define _MACRONIX_X4_FLASH_DEVICE_

Figure C.1. SPI Flash Manufacturer Changes in octal_spi_controller.h

e _MICRON_X4 FLASH_DEVICE_ = Micron MT25QU128
e _MACRONIX_X4_FLASH_DEVICE_ = Macronix MX25L12833F
e _WINBOND_X4_FLASH_DEVICE_ = Winbond W25Q512JV

3. Redo the steps in the Building the Bare-metal Bootloader Using the Lattice Propel SDK (Primary and Golden) and
Building the FreeRTOS Application Software using Lattice Propel SDK (Primary and Golden) section to update the
bootloader and FreeRTOS application software.
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Appendix D. Using Octal SPI Controller for Read, Write, and
Erase Self-Diagnostic Check (FreeRTOS Application Software)

During the software boot-up in FreeRTOS, Octal SPI Controller performs a self-diagnostic check for read, write, and
erase operations (enabled by default).

e The Octal SPI Controller erases 4 kB first in the SPI flash at the offset 0x2000000.
e Then, it performs a write of a fixed pattern into the 4 kB region on the same SPI region.
e  Finally, it performs a readback to compare if the data is correct from the write.

e If you want to disable the self-diagnostic check, comment out the octal_spi_diag function call in FreeRTOS
application software main.c.

spix8_param_init();

if(spix8_flash_ctl_init(octal_spi_c@_inst, SYSTEM_OSPI_FC_INST_OCTAL_SPI_CONTROLLER_AXI4_MAP_BASE_ADDR,
flash_addr_offset))

{
octal_spi_c@_inst->init_done = SUCCESS;
DEBUG_MSG(DEBUG_INIT, "Octal SPI Init Done.\r\n");
}
else

DEBUG_MSG(DEBUG_INIT, "Octal SPI Init Failed\r\n");
gencmd_flash_set_quad mode(octal_spi_c® inst, FLASH_QUADSPI_EMNABLE});

octal spi _diag(&cmd buf, &rsp buf, FLASH QUADSPI ENABLE);

Figure D.1. Octal SPI Controller Read, Write, and Erase check in FreeRTOS Application Software

Figure D.2. Self-Diagnostic Check Failed
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Figure D.3. Self-Diagnostic Check Passed
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Appendix E. Configuring SPI Clock (SCK) Pulse Width

To configure the Octal SPI clock output (spi_sck_o) to operate at a frequency different from the Octal SPI clock input
(clk_i), the divider register (sck_rate) must be used.

In the Octal SPI Controller IP user interface, ensure that the Programmable SCK Divider option is checked (see ).

4, Madule/IP Block Wizard X

Configure Component from |P octal_spi_controller Version 1.3.0
Set the following parameters to configure this component.

Diagram system_ospi_fc Configure [P
General DEBUG: IP Parameters
Property Value -
Minimum Timing (number of 5PI clock): C5 assert to SCK [0 - 15] 2
Minimum Timing (number of 5P| clock): SCK to C5 deassert [0-15] 2
System_ospi_fc Minimum Timing (number of 5P| clock): C5 deassert to C5 assert [0-15] |2
~ Capabilities

TR

—_— AXl4_SUB

- Spf_CS_n_O[UZO] - Enable Target Address Map
— CliK_I
B Spl_dt_|0[30:| p— Enable Command Processing
] r‘St_n_i . Max number of data lanes
SFJI_SCk_O— Max number of SP| Target [1 - 32]
Include FIFQ

octal_spi_contro”er Programmable SCK Divider
Programmable LSBF

LML e

Programmable CPOL
Programmable CPHA
Programmable Mon-blocking FIFO setting ]

- Target Address up to 64b
hJ 4 -

User Guide Mo DRC issues are found.

Generate Cancel

Figure E.1. Programmable SCK Divider Option in the IP User Interface

Refer to the calculations below:

If sck_rate = 0:
spi_sck_o=clk_i
The SPI clock output directly follows the SPI clock input.

If sck_rate # 0:
spi_sck_o=clk_i/ (2 x sck_rate)
The SPI clock output is derived by dividing the SPI input clock by twice the value of the divider register.

sck_rate parameter description:
0 - Divide by 1 of clk_i
1 - Divide by 2 of clk_i
2 — Divide by 4 of clk_i
3 — Divide by 6 of clk_i
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Example:

If the clock source of Octal SPI IP is 200 MHz, the sck_rate must be a value of 2 to get the SPI output clock (sck_sck_o)
value of 50 MHz.

Calculation:
SCK Frequency = 200 MHz / (2 x 2[11) = 50 MHz
Note: sck_rate value of 2 indicates dividing by 4 (2x2) in the calculation.

The sck_rate configuration can be found in the spix8_param_init function located in the bootloader’s main.c (see
below).

vold spix8_param_init({void){

unsiEned int sck_rate;
= 1;'

octal_spi_cB®.init_done = FAILURE;

octal_spi_c@.base_addr = SYSTEM_0SPI_FC_INST OCTAL SPT_CONTROLLER_AXT4 MAP BASE_ADDR;
octal_spi c@.max_num_lane = SYSTEM _OSPI_FC_INST MAX NUMLANE;

octal_spi_cB.sys_clk freq = SYSTEM_OSPI_FC_INST_CLKI_FREQ;

octal_spi_cB.spi_ioc_width = SPIX8_IO X1;

Figure E.2. Octal SPI Controller sck_rate Configuration
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Technical Support Assistance

Submit a technical support case through www.latticesemi.com/techsupport.

For frequently asked questions, please refer to the Lattice Answer Database at
www.latticesemi.com/Support/AnswerDatabase.
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Section Change Summary

Functional Description Made editorial fix to change KB to kB in Table 2.6. Address Map of GHRD.

Building the RISC-V Zephyr Added this section to include information on configuring, building, and running Zephyr in the
GSRD.

Appendix E. Configuring SPI Made editorial fix to remove number from the Note text.

Clock (SCK) Pulse Width
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Section Change Summary

All Initial release.
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