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Disclaimers

Lattice makes no warranty, representation, or guarantee regarding the accuracy of information contained in this document or the suitability of its
products for any particular purpose. All information herein is provided AS IS, with all faults, and all associated risk is the responsibility entirely of the
Buyer. The information provided herein is for informational purposes only and may contain technical inaccuracies or omissions, and may be otherwise
rendered inaccurate for many reasons, and Lattice assumes no obligation to update or otherwise correct or revise this information. Products sold by
Lattice have been subject to limited testing and it is the Buyer's responsibility to independently determine the suitability of any products and to test
and verify the same. LATTICE PRODUCTS AND SERVICES ARE NOT DESIGNED, MANUFACTURED, OR TESTED FOR USE IN LIFE OR SAFETY CRITICAL
SYSTEMS, HAZARDOUS ENVIRONMENTS, OR ANY OTHER ENVIRONMENTS REQUIRING FAIL-SAFE PERFORMANCE, INCLUDING ANY APPLICATION IN
WHICH THE FAILURE OF THE PRODUCT OR SERVICE COULD LEAD TO DEATH, PERSONAL INJURY, SEVERE PROPERTY DAMAGE OR ENVIRONMENTAL
HARM (COLLECTIVELY, "HIGH-RISK USES"). FURTHER, BUYER MUST TAKE PRUDENT STEPS TO PROTECT AGAINST PRODUCT AND SERVICE FAILURES,
INCLUDING PROVIDING APPROPRIATE REDUNDANCIES, FAIL-SAFE FEATURES, AND/OR SHUT-DOWN MECHANISMS. LATTICE EXPRESSLY DISCLAIMS
ANY EXPRESS OR IMPLIED WARRANTY OF FITNESS OF THE PRODUCTS OR SERVICES FOR HIGH-RISK USES. The information provided in this document
is proprietary to Lattice Semiconductor, and Lattice reserves the right to make any changes to the information in this document or to any products at
any time without notice.

Inclusive Language

This document was created consistent with Lattice Semiconductor’s inclusive language policy. In some cases, the language in underlying tools and
other items may not yet have been updated. Please refer to Lattice’s inclusive language FAQ 6878 for a cross reference of terms. Note in some cases
such as register names and state names it has been necessary to continue to utilize older terminology for compatibility.

www.latticesemi.com/legal


http://www.latticesemi.com/legal
https://www.latticesemi.com/support/answerdatabase/6/8/7/6878

= LATTICE

Contents
(6o 01 4= o | 3PP PPPPPPRPPUPPR 3
ADDBreviations iN THiS DOCUMENT.....ccicutiiiie ittt stee ettt et e st e st e e s bt e s bee s beesabeesabeesabeesabeesateesabaesabeesabeesaseesabaesasaesbaesnseesn 8
O 1 4 o T [¥ ot o T PRSPPI 9
1.1. OVEIVIEW OF The TP ..ttt sttt et e e e st a e e s e te e e sabe e e e s beeeesabaee s ssaeeesnsaeesssseeesnsseeessnbeneennes 9
1.2. @ [ ol - o1 £ PUPPPRPRIN 9
1.3. [P SUPPOIT SUMMAIY ..ottt sttt et st e e s s b e e e s e a e e e smbe e e s sb e e e s snneeesmneeessaneeesaanns 10
1.4. =T L0 =TSP PP PUSTPN 10
1.5. Licensing and Ordering INFOrmMation ..........eeoiiiieiiiiii e e e e tr e e s et e e e s tbe e e snteeeesnnaeeesnsseeeannns 11
1.5.1.  HardWare EVAlUGLION ....cooviiiieciit ettt ettt sttt et st e s bt e e bt e e sabeesat e e sabeensseesaseenntes 11
1.5.2.  Ordering Part NUMDE ... ..ccoiiie et cctee ettt e et e e e st e e e e tte e e seabaeeesabaeeeestaeesssaaaaantseeeenssseesassaeeeasseeeansns 11
1.6. HarAWare SUPPOI ... .eiiieeiee ettt ettt ettt bt e sb et e s at e e b et e s ae e e s bt e e sabeesbteesabeesaseesabeesaseesabeesnseesareesaneenn 11
1.7. Minimum Device REQUITEMENTS ..c.cuviiiiiiie et e e e s e e e sr e e s sare e e smneeessreeesennne 11
1.8. NAMING CONVENTIONS ...eiiiiiiiii ittt s e et e e s e et e s eab e e e s s re s e s esr e e e sambeeeesabeeesanneeesannneesareeesannns 11
1.8.1.  INOMENCIATUIE.c.ueieiiie ettt et sttt e et e s bt e et e e bt e s be e e bee e abe e s baeebeeesabeensteessbeesseesaseensseesaseennes 11
IR S 1= =Y I P 0T RSP UUU RNt 11
R S V| Vot o o b= 1 I D =Ty ol T o] 4 o o F S USRS 12
2.1. IMIAC 4 PHY ettt ettt st e e ettt e s h bt e e e s a bt e e e e sttt e s abteeesabeeeeaabteesabeeeeaabbeeeanbeeesnnbeesaabeeeeannne 12
2.1.1. [P ArCRITECTUIE OVEIVIEW ..eeeieiiieiieeeeee ettt e e e ettt e e e e e e et e e e e e e e seeaasaeeeeeeeesasbaaseaeeeeesntaaaeaeeeeeansnnaeeeens 12
B N =1 (0T QD T = = o o FO O O P T PSP TP TP U PTPPPOTPPPRPPPRIOt 12
2.1.3. MAN@BEMENT BIOCK ...coouiiiiiiiiieiiit ettt ettt ettt e at e et sb e s bt e bt e st e e s ate e bt e e nne e e beeebae e beeenaneean 13
2.2. YA PSPPSRIt 13
2.2.1.  IP ArChitE@CTUINE OVEIVIEW ...eeiiiiiieiiiiiee ettt ettt ettt ettt ettt e e e sab e e e e s bt e e s bt e e e sabeeesebbeeesabbeessabbeeeaanbaeesanneeas 13
2 B - 1 (o ol [ DI - V= - o ST PURR 13
2.2.3.  EThernet Data FOMMAt ..o ittt ettt e sttt e e sttt e s et e e e sab e e e s s st eeesabbeessabbeeesanbaeesaaneeas 13
2,24, RECEIVE IMAC ... . iiiiiiei ettt et ettt et e e ettt e e e s e s ba bt e e e e e e saababeeaeeessasssasaaaeeessanassbeaeeessesnssranaeeessesnnssnnneeeens 15
2 S o1V 0o | 4 o PR 17
2 N T 7 | 1 4 (ol 0o YU a1 =T gl [ =Y o =1 PR 21
2.2.7. TFANSIMIT IMAC ... eiiiiieiiiiiiteet ettt e e e ettt e e e s e s bttt e e e e e saaaateaaeeeesasssastaaeeeesansssseaeeessssnsssanaeaessesnnssnnneeeens 21
2.2.8.  RECEIVE AXIA-STrEamM INTEITACE . ..iciiiiie ettt ettt ettt rte e st e s sbe e e saae e be e e s ate e baeesaaeebaeensaesnbeeensnennns 23
2.2.9.  Transmit AXI4-STream INTEITACE . ...iiviiiiii ettt e saae e be e s s aae e beeesaeeebaeessaesbaeenaneenn 28
2.2.10. MAC Management BIOCK ... ..iiii it e e et e e e e e s et b e e e e e e e e eanbaaaeeeeeeenassaaneeaeas 32
2.3. (2] o | O O PP PO PSP P PP UTUOPOPRPPPPRRRt 32
2.3. 1. [P ArChItECTUIE OVEIVIEW ....eiiiieiiiieiieesitt ettt ettt ettt ettt st e s bt s bt e s be e e sbtesabeesseesabeeenbeeebaeesaesbaesnseenan 32
b T N - o Yol | D 1T V= =Y o SR 32
P T T IF- 1o =B 1V =Y =4 o Y- SRR 33
2.3.4.  PHY Management BIOCK .....ccoiii oottt ettt e e e ettt e e e e e s e bbb e e e e e e e e eaabbaaeaaeeeennbaaaeeaaas 36
2 TR TR W ToT o] o T= Yol | 1Y/ o Yo LT3 SRR 37
2.4. 01 Fo Yol 4 oY= UURR 37
B R 1 o Yol 41 Y =4 @ A=Y 1Y SRR 37
2.4.2.  RSFEC CIOCKING OVEIVIEW ...eeiiieiieeeiiiiieeeieteeescteeeestteeseseteeessnteeeesataessanssaeeassseeeesnsseesasssesessssseesssseseannsssessnsnees 38
2.5. L= T = PSP O PPP PPN 39
2.5.1.  IMAC RESEE SEOUENCE ...vvvvrurererurerereturetetereraserasaretssesesesesssesesesssesssssesesssssssesssesssssssssssssssssnsssssssnsssnsnsssssnsnsnsnsnne 39
2.5.2.  PHY RESET SOOUEBNCE ... uttiuieieitrtietttetetetetetatatatataraaabebebabesesasasesssasasssesessssssbssssssssssssssssassssssssssssssssbssssssnsnsnsnsnsnnn 39
2.6. [ (=T o1 N 40
T | o T T g U=y =Y gl DY ol o o) o] o N 41
3.1. 1YY G =] N 41
3.2. IMIAC ONIY ettt ettt ettt ettt ettt et s ettt e sttt s bt e e b e e sab e e bt e e bt e eabte e shteesateesabeesateesabeenaseesabeesabeesabeenabeesabaenareess 43
3.3. PHY ONIY ettt ettt et e ettt s bt e e bt e s bt e e bt e e sh e e e bt e e eh b e e bt e e sh b e e hte e eh b e e nhb e e eh b e e nabee s beenabeesbaenaree s 43
Y 1= 0 F= I D =YY ol T e o TSRS 45
4.1. IMIAC + PHY ettt ettt e st e e ettt e sttt e e e s a b et e e e st et e san e e e e sabe e e e e nr et e snseeeesabeeeeanneeesnneeeeanreeeeannne 45
4.2. IMIAC ONIY ittt ettt ettt e st e e e s bt e e e s e be e e s abeeeesabeeeeaasbeeesasaeeesabeeee s abaeesanbeeeesabeeeesnbaeesnnaeeeanbeeeeannes 48
B3, PHY ONY ettt eee ettt e ee et et e seesee e e st et et e e saeseses et et et et esessesesnenestteeaesesesee et et s enaeaeseeneeene et eeaeaeneneneeaearanans 53

www.latticesemi.com/legal


http://www.latticesemi.com/legal

= LATTICE

T 0= T T g D T=T ol g o o o T o OO OPP P PPRRROP 56
5.1. IMIAC 4 PHY ROGISTOIS . nieiteet ettt ettt e ettt et e e e sttt et e e e s e uae b et e e e e e saaanbbeeeeeesesaanbbeaeeeeeesaanbbeaeaaesannan 56
5.2. 1YY Ol Y= o1y (=T SOOI 56

5.2.1.  Configuration REGISLEIS fOr IMAC ........coocuiiiiiieeeectiee ettt et e e e st e e e ete e e e e e e e stbeeeenstseeessaeeeansseeeanssaeesannneas 56
T A 1 1) d= T (0] o) Al 0= <11 (= SO OOOOOPPOPPRN 62
5.2.3.  SEAtiSTICS COUNTOIS ...ttt e e e s et e e e s et et e e e s e nnr e et e e e sesnnranneeeesesnnnrnnneeeess 63
5.2.4.  StAaCKEd VLAN REEGISTEN ...eeiuiiiiiiieiiit ettt ettt ettt ettt et b et e bt e s bt e bt e s b e e s bt e s be e e nbee e beeeseesbeeesneenane 68
5.2.5.  Priority FIOW CONtrol REGISTEIS......uiiiiiiiiieiteeiit ettt et ettt et e b e e be e e sseesbeeesaeeeane 70
5.3. PHY REEGISTEIS eeitiieiiitiie ittt e e s b e s b e e e s s b et e e e b e e e s bbb e e e s baeessmneeesnnaeessraeesaanne 75
5.3.1.  Configuration REGISTEIS fOr PHY .......uiiiiiiii ettt e et e e st e e e st e e e ente e e sasaeeeensaeeesnraeesnnnneas 75

Lo = Y1 Y o] < B L= = o TSR 76
6.1. Example Design CONFIGUIATION ....cccciiiii e ciiee ettt ettt e e e tte e e et e e e s bt e e e e ataeeeeasaeeesatbeeesstaeeesnsaaeesnsseseannes 76
6.2. Overview of ExXample DeSigN and FEATUIES.........cieeciiiiieiiee et e ettt ettt e e stve e e e rate e e s e ate e e stbeeesentaeeeensaaeesanreeaans 76
6.3. EXamMple DESIZN COMPONENTS. ....ciitiiiiiieiieteitteeitte e sttt ettt e sttt ettt e sateesst e e sateesbeeesabeesbeeesabeesaseesaseesnseesabeenaseesasaesnseens 76

Lo 70 B T O o d 0 1T =Y a1 o ol T PR 77
6.3.2.  AXIA-LITE MOQUIE ..ottt ettt e e ettt e e e e e s e ar e e e e e e e se e aaraeeeeeeeeasastsaaeaeeseasntaaaeaeeeeeansnnaeeeens 77
6.3.3.  AXI-Stream PaCKet GENEIATON ....iii it ittt e e st e e e st e e e st e e e sttt e e esateeesssneeeesnseeeesnnseeesnnseeas 78
L R D - | - [ 6 1= Yol ] S OO PPRRUPRROt 78
6.4. Generating an EXamMpPIE DESIZN ......uiii ittt e e et e e e st e e e etba e e e e ttaseeeatbeeeeastaeeeeabaaaeatreeeentaeeennnaens 78
6.4.1.  Create a NeW Radiant PrOJECT ......uuiiiiiiii ittt e e st e e e e s e et e e e e e e e eanrbaneeeaeessnssaaneeaeas 78
(o o B | 1015 1| L To T =Yoo I C =T =T o= 4 [ I PR 82
6.4.3. IMpPOorting Versa FileS 10 @ PrOJECE ....c.ueiiuiiiiieeiii ettt ettt sttt be e e saeesbeessaeeeane 84
6.5. Example Design SIMUIGTION .......eiiiiiiieei ettt et e e b e st e sabeesabeesbeesanee s 90
6.5.1. 25G Ethernet IP Example Design Testbench Simulation FIOW.........cccccviiiiiiiir e 90
(ST B O 0T | d=F INY 0[] =1 o o I o o) =Tt SRR 91
6.5.3.  RUNNING the SIMUIGTION ..ottt e e e e s e bbb e e e e e e e eanbbaaeeeeeeenassaaneeaeas 93
6.6. [ 1 ANV T I T o o T~ ST USURN 96

7. DESIZNING WIth ThE P oo e e e e e e e e s e st e e e e e e e e seasastaeeeeeesesssttbaseeassenantbaneaaesaaes 101

7.1. Generating and INStaNtiating the IP ........oo e s e e st e s e e e e e aae e e e sbaeeeennes 101
7.1.1.  Generated Files and File StrUCTUIE ......coouiiiiiieiie ettt sae e saneeaeas 104
7.2. DeSIZN IMPIEMENTATION ..eiitiiiie ettt ettt et e s bt s bt e s bt e e sabeesbt e e saneesnteesaneeneas 104
7.3. BT 0o o 1Y =TT ) KON 104
7.3.1. create_clock Constraints for MAC ONly OPtion .......eeiciiiiiieiiee ettt et e e et e e e eare e e esareeeeebaeeeennes 105
7.3.2. create_clock Constraints for MAC + PHY OPLioN.......ccoiiiiiiiiiiie e ecitee ettt e e e tte e e eavee e esaveeeeetaeeeennns 105
7.3.3. create_clock Constraints for PHY Only OptioN......ccuuiiiiiiii ettt e e etvar e e e e e e earaneee s 105
7.4. Y 0T Lol A VA LT d o ToT]  r=Y  =T= SRS 105
7.5. RUNNING FUNCLIONAI SIMUIATION ..eiiiiiiiie e et e e e e e e st e e aae e e snte e e esnteeessnnaeaesnreeaans 106

Appendix A. RESOUICE UIlIZATION ...c..viiiiiiieeecie sttt e e et e e st e e e st e e s enteeesneeeeesnsseeeaseeeesnnseeessnsseesannes 108

RETEIENCES ..ttt ettt s e e e sttt e e st te e e s abt e e e au bt e e e e ab e e e s abtee s aabeeeeaateeeseabaee e e bbeeeeaabaeeeeaaaeesabaeeenn 109

TEChNICAl SUPPOIT ASSISTANCE ..vviieiiieiiiiiiiiee e ettt e e ettt e e e e e e e et te e e e e e e s esaetaaeeeeeeesastaaseaaeeeaastbaseeaeeesaastaaseaeeeesannssraneaens 110

AV R [o] T o 1] o] VTP USSP 111

www.latticesemi.com/legal


http://www.latticesemi.com/legal

= LATTICE

Figures

Figure 1.1. 25GBASE-R APPIICAtION ..ccouiiiiiiiiie ittt et ettt e sb e e bt e s it e e bt e e sabeenbt e e sabeenneeesareennees 9
Figure 2.1. 25GDE [P COre BIOCK DIGZIam .....cccccuiiiiiiiieeeiiieeeeiiee e sitte e ettt e e ette e e stteeeesstaeesestaeesssaeeasssaeessansaessanseeeessseeennnns 12
Figure 2.2. 25GbE [P Core SYNCE BIOCK DIi@gram ........ueiiciiiiiecciie ettt e estteeee et e e st e e e sta e e e eata e e ssasaeeesstseeesnsseessnseeeesnssesennnes 12
Figure 2.3. 25G Ethernet MAC IP Core BIOCK DIi@gram .......ccoccuieiiiiiieeciiie et e e siee e e tee e e e ete e e sase e e e stseeesnsaesssnneeaesnsseeesnnes 13
Figure 2.4. Untagged Ethernet Frame FOIMMAT......ooociiii i cciie s ceee et et e e st e e et e e e e ate e e ssateeeesstseeesnsseesnseeeesnssesennnes 13
Figure 2.5. VLAN Tagged Ethernet Frame FOrMat .....cocuii oot ettt sttt s e nee e 14
Figure 2.6. Stacked VLAN Tagged Ethernet Frame FOrmMat.......oooiiiiiiiiiiiiiee ettt st s 14
Figure 2.7. Priority-based FIOW CONTIOL ......cccuiiiiiiiieiiiee ettt ettt sttt e st e e bt e sbeeesneesbeeenneenane 18
Figure 2.8. XOFF and XON PAUSE FIAMES .....cccccuviieiiuiieeeiiieeeeieteeesitteeaestseesssssssesasseseasssssesasssssssssssssasssssessssssessssssesssssesesnses 19
Figure 2.9. Ethernet MAC Control Frame FOIMAt........cccciiieieiiie e ciiieeecieeeeeitteeeetteeeesttaeeeeateeessaseeeessbseeesassaessassesassssesennes 19
Figure 2.10. Typical Client Frame at the Transmit INtEIfaCe .......cocviieiiiiii e e e e e e e abe e e eaees 22
Figure 2.11. AXI4-Stream RX Adapter INterface DIiagram ......cccueiiiciieeeciiieceiiee e ccee et e eestte e e rte e e e e tre e e seataesssasaeeeebseeeennes 23
Figure 2.12. NOrmal Frame RECEPEION ..cc.uti ittt ettt ettt sttt et e et e st e s bt e sabeesabeesabee e bt e sabeeeneesabaeenneenane 24
Figure 2.13. Back-t0-back Frames RECEPLION ..c...iiiiiiiiiieiecee ettt ettt s b e e sae e s b e e s saeesbeeesneenane 25
Figure 2.14. Frame Reception With IN-Band FCS PasSiNg.......cceereiriiiiiiiiriiiieiiee sttt st ettt e st saeesbeessneesbeesnneesane 26
Figure 2.15. Reception With CUStOM Preamble ........coiiiiiiiiiiieie ettt sttt s b s sae e s beeennee e 27
Figure 2.16. AXI4-Stream TX Adapter INTerface DIaBIram .....cccueiiiciieeeciieeeeiee e ectee e e stee e eertte e e seareeeeetaeeessssaeessasaseessseeennnes 28
Figure 2.17. Default Normal Frame TranSmMiSSION ......ccccuiieiciieeeiiieeeecieeeeectteeesitteeeestteeeeesttseessaseeessssseeesassassssasesesssseseannns 29
Figure 2.18. Transmission With IN-Band FCS PaSSING ......c..ueeiiiiieiiiiieeeiieeeeeitteeesiteeeesteeeeesateeessaseesesssesesssssssssssesesssssesennnes 30
Figure 2.19. Transmission with Custom Preamble Passing ........cccceceiiiiiiiiiiiie ettt sttt 31
Figure 2.20. 25G Ethernet PHY IP Core BIOCK DIi@gram .......ccocueieiuieriieeiie ittt eieesteeeiee st e e tee st e s st e sbeeesneesbeessneesbeeenneesnne 32
Figure 2.21. MPPHY Instances Before Lane MEIZING......c.uuuiieuiiriiiiieeeieeeeetee e sctee e e st e s s etee e ssaseeeesbseessnseessnnseeessnsseesannes 33
Figure 2.22. MPPHY INStances After LAN@ IMEIZING ....ccicciiieieiieeeiiteeeeiiteesetee e seeeeeesateeeseateeessaseeeessseeesnseessnnseeessssseessnnes 34
Figure 2.23. Set the Lane ID Configuration of the 25G Ethernet PHY [P COMe ......uuiiiiiiiieeiiiecccieeeeeitee et eevee et e e 34
FIgUre 2.24. Lane ID NUMDEIING ..ccociiiiieee ettt ettt e e e e et e e e e e e e st bt e e e e e e e s s bataaaeaeesassstaeseaeesaasnssaaseaeseesassasrneaens 35
Figure 2.25. Lane Merging REPOIt File.. ...ttt et e e e e e st e e e e e e s e aataeeeeeeeesastaareeeeeesnnssanreeaens 35
Figure 2.26. Remapped Addresses for PCS Register Address through the AXI4-Lite Interface .......cccocceeeeiveeecciieeeccieeeens 36
Figure 2.27. Far ENd Parallel LOOPDACK .......couii ittt et st sttt st e st e e sbe e st e s bt e sbaeeneesane 37
Figure 2.28. Near End Parallel LOOPDACK ....cccueeiiiiiiieiiieeiee ettt ettt st sttt s bt e st e s neesbaeeneenane 37
Figure 2.29. CloCk NEtWOIK DIGBIram ....coouiiiiieiiiieiee sttt ettt et sttt et e st e et e s bt e s bt e st e e sabee s beeebeesabaeenneesabaeenneesane 38
Figure 2.30. RSFEC Clock NetWOrk DIQGram ........uuieeiiiiiiiiiieiie e ettt e e e s e sttt e e e e e e s tatre e e e e e seeaataeeeeeeeeanntaaseeeseesannsasneeaens 38
Figure 2.31. Sequence to Configure RX MAC IN-Band FCS PaSSING.......ccuteeeiiieeiiiieeeiiieeeecieeeesteeeeestreeeeenseeessasaseessseseennns 39
Figure 2.32. PHY INitialiZation SEOQUENCE .coccoceeeiieieee ettt e e et e e e e e ettt e e e e e e e s e aabtaeeeaaeseensbaaaeeeeeessnnsaaaeeaaas 40
Figure 6.1. 25G Ethernet IP Example Design BlOCK DIiagram ......cccuuiiiiieeiieiciiiieee ettt e e e e eearae e e e e e e e eabaae e e e e e e e snsaaaeeaeas 77
Figure 6.2. Start Page of the Radiant SOFtWAIE ..........eeieiiiii i e e e et e e e st e e e s nte e e ssnneeeesnsaeeennnes 78
Figure 6.3. Start Page of the Radiant SOFtWAIE ........c..eeiiiiii it e e et e e e st a e e s s nte e e ssnseeeesnsseeeennes 79
FIUre 6.4. ACd SOUICE 10 PrOJECE ..eiiiuieieeiiiieeeiies e sttt e ettt e e ettt e e sttt e e e ate e e seaeeeeesnaeeeastaeesanneeeesnseeeeansseesanseeesnnseeesanssnenanne 79
Figure 6.5. Select @ DEVICE fOr The PrOJECE.....cic ittt e st e e e st e e e s sate e e ssnseeeesntaeeesneeeesnseeeesnsseesannes 80
Figure 6.6. Select @ SYNThESIS TOON........uuiiiiiiie et e e e e e et e e e e e e e sesaabaaeeeeeeeesasbaaseeeeeessanbaaaeeaeas 80
T U ST A oY =Y a2 (] o g =1 o [ USSP 81
Figure 6.8. A Radiant SOoftware Project is Created.........ccuuiiiiiii it e e e e e et ae e e e e e e e e abaa e e e e e e e esanbaaaeeeeas 81
= Ul TR TR o @ 1 =] o =SSRt 82
[T U ST K | S =T o 1T =1 o [ o I PP 82
FIgure 6.11. GENErate COMPONENT .....uuiiiiiiieieieciiteee et e serrte et e e e s e sttt et e e e s esaabaaeeeeeessassbareaeeeessasssesaaaeesssesssssnneeessessssssnreeees 83
Figure 6.12. CoNfiIgUre COMPONENT ......oiiiiiiieiciie ettt e et e e et e e st e e e e st et e s esteeesseeeeastaeeaasseeesnseeeeansseesaassesesanseeesasseeennnes 84
Figure 6.13. File List in the EVAl DIirECTOINY ....ccci ettt e ettt e e e e e ettt e e e e e e s e aabaeeeeeeseaanbaaseaeeeesannbaraeeeans 85
Figure 6.14. Add the versa_top.sv File into the Radiant SOftware Project.......ccccceeveciiiieii e 86
Figure 6.15. CONTINUOUS_TRAFFIC parameter for Continuous Mode in versa_top.sv File........cccccceeeeeciiiiiieeicecciireeene. 86
Figure 6.16. NUM_PKT for Non-ContinUOUS IMOTE .........uuuiiiiiiiiieiiiiieee e ettt e e e e e e tttre e e e e e e e antae s e e e e e eeanbaaaeeeesesnnnsasaeeaeas 86
Figure 6.17. Add the tb_top_versa.sv File into the Radiant Software Project ........ccccuveieeiiiiiciiee e 87
Figure 6.18. CONTINUOUS_TRAFFIC Parameter for Continuous Mode in the tb_versa_top.sv File........cccceevcvvveeccienennns 87
Figure 6.19. CONTINUOUS_TRAFFIC Parameter for Non-Continuous Mode in the tb_versa_top.sv File........ccccceecvveennees 88

www.latticesemi.com/legal


http://www.latticesemi.com/legal

= LATTICE

Figure 6.20. Add the versa.pdc File into the Radiant SOftware Project ..........ccoviieieiiiiiiieieeeee e 88
Figure 6.21. Turn Off GSR in the versa_top.SV FIle ........cooiiiiiiiiee et st
Figure 6.22. Select the Device According to the IP Version

Figure 6.23. Set the th_top_versa.sv to be include for SImulation ONly ..........coocviiriiiii e 89
Figure 6.24. 25G Ethernet IP Example Design Testbench FIOWChart.........coccuviiiiiiii e 90
Figure 6.25. Create @ SimUIAtion PrOJECT ......iiiiiii ettt e st e e et e e e et e e e s abe e e e ataeeesnsaeessnseeeesnsseeennnns 91
Figure 6.26. INCIUAE SOUICE FIlS .....eoiuiiiiiieeiie ettt ettt et e s e et e s bt e e bt e s b e e e bt e sbeeeneesabaeenneenane 91
Figure 6.27. Set th_top_versa as TOP MOQUIE ......c...eo ittt st sbe e b e e sae e s b e e snee e 92
Figure 6.28. Change the Time Setting for Default RUN .......coooiiiiiiiii ettt st s 92
Figure 6.29. EXECULE SIMUIGLION SCIIPT ..ciiuiiii ettt et e e ere e e st e e e et e e e e eete e e sabeeeesstseeessseeesanseeeessseeennnns 93
Figure 6.30. Example Design Simulation Output for ContinUOUS MOGE..........eeiiiiiieeiiiie e 94
Figure 6.31. Example Design Simulation Waveform for Continuous MOE ...........ceeeiiiiiieiiiicciiiee et esvee et e e 95
Figure 6.32. Example Design Simulation Output for Non-Continuous MOdE...........ccccuuiieeiiiieiiieee et eeee e e eiree e 95
Figure 6.33. Example Design Simulation Waveform for Non-Continuous Mode ...........cccceeviiiiiiiinicnicnieniceceec e 96
Figure 6.34. AVant-X BOArd SELUP.....cccueiiiiiiiie ittt ettt ettt ettt e et e st e s bt e s bt e s bt e sabeesabee s baeebeesabeeeseesabeeenneenane 96
Figure 6.35. LOOPDACK MOTUIE SELUP ...coutiiiiieiiie ettt ettt sttt et s e st e st e s bt e s b e e e bt e sabeeeaneesbeeenneenane 97
Figure 6.36. Successful Design ComMPIlation ........cooiiiiiiiiieiie et st e s bt e sbe e s b e e saee s beeenneenane 97
Figure 6.37. Cable Selection for AVANT-AT-X DEVICE .......ccuiiiciieeeiiiieeeiiieeeeitteeesitteeeestaeeeesateeessaseseeesseeesassaeessssesessnssesennnes 98
FIBUre 6.38. ProgrammeEr GUI....cccocie i s s s e s e s e s e s e s e s e s e se s e s e s e s e e e s e s e e e sa s e s e easesasasesasasasesasesesesnsnsesesnsnsnns 98
Figure 6.39. Passing SCENArio ON AVANT-AT-X DOVICE..cciiiiiiiiiiieieieieiereieie e se s e eese e e s e s e ee s e ee e e ee e e s e seeeseeesesesesesaeens 99
Figure 6.40. Failing SCeNario 0N AVANt-AT-X DEVICE ......cieiutiriiieiieitie et ettt eite sttt et e st e s ree st esbee s beeesaeesbeeenneesbaeenneenane 99
FIUIE 6.41. LED 7-S@EMENT...ciiiiiiiiiiitiee ettt e ettt e sse e e st e s e sr e e sseae e s e b e e e s emre e e sambaeeesnaeeseanraeesannneessnneeeeas 100
Figure 7.1. ModUle/IP BIOCK WiZAI .......cceeieieieriieiese ettt sttt ettt et st st s sa e ne e ensesae st e saeeseeneensenseseessesneennennensan 101
Figure 7.2. Configure the User Interface of 25G Ethernet IP COre .....coouiiiiiiiiiiiiieeie ettt 102
Figure 7.3. Check GENErated RESUIL .......eeiii i et e e e e e e et e e e e e sesaaetaeeeaeeeessansaaeeeeeeesannsaanaeeens 103
Figure 7.4. SYNTNESIZING DESIN cooeiiieiiiiiiiiee ettt e et e e e e st e e e e e e e s et et aeeeeeeseasaetaeeeeaesesssntaaaaaeseeassnsaasaeeseesnssaasnneens 103
Figure 7.5. SIMUIGTION WIZAI.....ccco it e e e e e s et e e e e e s e aaetaeeeeaeseeantaaseaeeeesssnsaaraeeseesanssaanneaens 106
Figure 7.6. Add @Nd REOIEI SOUICE .....uuuiiiiiieiiiiiieee e e ecectitt e e e e e st e e e e e e seaataeeeeeesesasetaeeeeaesessstaeeeaeseessssssaseeeseesansssaneeeens 106
Figure 7.7. SIMUIGTION RESUIT ..cc.eeieii ettt e st e e et e e et ee e e st e e e e aateeesensaeeeensseeeeassaeeeannnneessseaeann 107
Tables

Table 1.1. SUMMary Of the 25G ELTNEINEL IP .......oiiieeeeecee ettt ettt e e e et e e e et e e e e bt e e e e e ataeeeeaaaeaesaseeeenstaeeeenneeas 9
Table 1.2. 25G Ethernet IP Core SUPPOrt REAMINESS......c..uuiiiiiee ettt e et e e e e e et r e e e e e e et baa e e e e e e e nsaereeaens 10
Table 1.3, Ordering Part NUMDEK ...ttt et e e e e e e et a e e e e e e s e s bbtaeeeeaese s aatbaseeaeeeaanntaaasesaseannsaereeeens 11
Table 1.4. Minimum Device Requirements for the 25G Ethernet IP COre.......uiiiiiiiiiiiiee et e 11
Table 2.1. Shared Signal Mapping of 25G Ethernet IP to MPPHY for Lane Merging ......ccceccuveeeviveeesceieeeecieeeeeeeeesivee e 36
Table 2.2. AXI4-Lite to PCS Address and Data CONVEISION .......cocueeiuiiiriieriiiieniie sttt erite sttt e saeesbeeesseessbeeesseesbaeesaeessbeesnnnesnns 36
Table 2.3. MAC + PHY Attributes (AVANT DEVICES) .uveieiiiiiiirieiieeieeieiieeeee e ettt ee e e e e eestaraeeeeeeseeasbbareeeseessnntsaeeeeseesnsnsseseeeens 40
Table 3.1. Configurable Attributes for MAC + PHY OPLiON ...cccuuiiiieiiieeciee e eseee ettt s et e e e stre e s enee e e snaneeesnreeeennes 41
Table 3.2. Configurable Attributes for MAC ONlY OPLiON .....ueiii i e e e e e e e e st ar e e e e s e e nbaareeaaas 43
Table 3.3. Configurable Attributes for PHY ONly OPLioN .......eeeii ittt e e et ae e e e e e e st aar e e e e e e snbaaneeaens 43
Table 4.1. Signal Description fOr MAC 4+ PHY ... e e et e e e e e et a e e e e e e e eanbaaaeeee s e e nbaaaeeaens 45
Table 4.2. Signal Description fOr MAC ONIY .........ei et e e e see e s et e e e eser e e ssaneeeesssseeeenseeessnsneessnsreesannes 48
Table 4.3. Signal Description fOr PHY ONIY ...ccoceiiii ettt e e ettt e e et e e et e e s saae e e e sntaeesenneeesnnneeesnnreeennnes 53
TADIE 5.1, ACCESS TYPES weeeeeuriieeetrieeeiteeeeitreeeastteeesasaeeasstaeeaassaeesasssaeesssseasassssesassaeessssseseanssseesanssseesnssessassssssssssssessnssessannes 56
Table 5.2. Configuration REZISLErS FOr IMAC ........ciiiiiiee e ecee ettt e e et e e e stee e e sttt eeeateeeesaseeeesssseeeassaeesnsneeeansseeeannes 56
TaDIE 5.3, IMIODE REEISTEN ... uuiuiiiiiiee e ettt e e e eecct e e e e e et e e e e e eeeeabaaeeeaeeese e aataeeaaaesaasssaaseaaeseanstbaseaasseaanntsaseeseseananssnsneaans 57
B L1 R T S I G O I =T = 1 =Y ST SUPP 57
B L] TR T O G O I 2 U=Y {1 T SR RUPP 58
B L] LR T L R Y7 Y =T = 1 =Y S RUPP 60
Table 5.7. MAC_ADDR_D REEISTEI ..iiicuriiiiiiieeeitieeectee e sttt e e ettt e esatteeestteeeasstaeesassaeeesssaeeaassseeesanssaeesssseesansseeessssneessnsseeeanne 60
Table 5.8. IMAC_ADDR _1 REEISTEI ..iiicuurieiiciiieeeiiee e ettt e e sttt e e ettt e setteeestaeeeastaeesassaeeesssaeeaasssaeesanseeeesnsseeeanssseesnssesessnsseesannes 60

www.latticesemi.com/legal


http://www.latticesemi.com/legal

= LATTICE

Table 5.9. TX_RX_STS REEISTEI . .eeitiiiiieitie ettt ettt ettt st et e s bt e b e s bt e e bt e s bt e e bt e s be e e bt e s beeeseeeabeeeseesbeeennneenns 61
Table 5.10. VLAN_TAG REEISTOI ..ccutiiiiieiittieitte ettt ettt ettt et e sttt et te s bt e e bt e sab et e b ee s bt e e bt e s be e e st e s beeeseeeabaeebeesbeeennneenns 61
Table 5.11. MC_TABLE_O REEISEEI ...ccuvriiiiiiieeectet e ettt e sttt e e et e e e ettt e e e sttt eeeettaeessasaeeasssaeeeasssaeessssaeesssseeeansssesssssseesansreeenne 61
Table 5.12. MC_TABLE_1 REEISTEI ..iccueieiiitiieeeitte e ettt e sttt e e ettt e ettt e e e sttt eeeetteeessasaeeesstaeeeanssasesnsseeesssseeeassaessnsssaesansseeeane 61
Table 5.13. PAUSE_OPCODE REGISTEI ....cicttiiiiieititiiiieeitie ettt sttt ssttessteessttesbeessttesbeessaesbeessseesabaesseesbeeensaesbaesnseesnseesnseesnns 62
TablE 5. 14, IMAC _CTL REEISTEI c..uttiieieitee e sitee e ettt e ettt e e st e e e et te e e eeateeeesstaeeeastaeesassaeeesssseeaanssasesnssaeesnsseeeassaessnssseesansrenenne
Table 5.15. PAUSE_TM Register

Table 5.16. SUMMary Of INTErTUPt REGISTEIS ....couii ettt ettt st saee s b e e saee s beeesneeeaee 62
Table 5.17. INT_STATUS REEISTET «...ei ettt ettt ettt ettt s b ettt s bt bt e s bt e e bt e sab et e bt e s beeensee e baeebee s beeennneenne 63
Table 5.18. INT_ENABLE REEISTEI ..viiiciieeiiiiieeeiite e ectee sttt e e ettt e e ettt e e e s taeeeettaeessasaeeesstaeeeanssaeessssaeesssseeeasssessnssseesansseeeane 63
TabIE 5.1, INT _SET REGISTON ..eeieiiiieiiiee e ctee e ettt et e e r e e e ettt e e ettt e e e s taeeeeataeesassaeeesstseeeanssaeeasnssaeesssseeeanssaessnssneesansseeeannns 63
Table 5.20. SUMMArY Of STAtiSTICS COUNTEIS ....c.uvviiiiiiee e ciieeeecie e eette e e st e e e e rtte e e s savaeeestbeeeeasaeeesasssaessssaeeasssaesssssaeesasreseannes 63
Table 5.21. SUMMary of STacked VLAN REEISTEIS .......ueiiiiieeeeiiie e eeiiee e ctteeeeitte e e e etvae e e s taeeeettaeeesabaeeesnsbeeeeasseesssssaeeeasseseannes 68
Table 5.22. SUMMary Of SVLAN TAG REEISTEI ..c...uiiiiiiiiieitieeite ettt ettt ettt et s bttt e s bt e saee s be e e saee s bt e e saeeebaeesaee s beeenneennne 68
Table 5.23. Summary of Priority FIow CONtrol (PFC) REGISTEIS.....cccuirieriieniieieeiesie ettt et ete st et be et et see s e 70
Table 5.24. SUMMary Of PFC_PO_TIM REGISTEIS ....ccuuiiiiiiiiiieeitteite ettt et sttt et sb et et e s bt e satesbe e e saeesbe e e saeeebeeesseesbeeenneennne 70
Table 5.25. SUMMary of PFC_PL_TIM REEISLEIS ....ccvuiiiitiiiitieiiie ettt sttt st seee sttt e s bt e et e s bt e e saeesbeeesneesbeeesneennne 71
Table 5.26. SUMMArY Of PFC_P2_TIM REGISTEIS ....cccciiieiiiiieceitiet ettt e e sttt e e erite e e e etvae e e s taeeeettaeeseabasaesntbeesessaessnssaeeeasreeeannes 71
Table 5.27. SUMMAry Of PFC_P3_TIM REZISTEIS ....cciciiieiiiiiececiiie ettt e sttt e e et e e e etvae e e s taeeeettaeessabaaeesntbeeeessaesssssaseeansseeennnes 71
Table 5.28. SUMMArY Of PFC_PA_TIM REGISTEIS ....cccciiieiiiieeccitiie e eeiiee e sttt e e et e e s etvae e e s taeeeettaeessabaeeesntbeeeessaesssssasesasseseannes 72
Table 5.29. SUMMary of PFC_P5_TIM REEISLEIS ....cccueiiiiiiiieiite ettt ettt sttt ettt et e s bt e e saeesbe e e saeesbeeenaeeenne 72
Table 5.30. SUMMary of PFC_P6E_TIM REEISLEIS ....cccuuiiiiiiiieeiie ettt ettt ettt ettt sae e s bt e saeesbe e e saeeebeeesaeesbeeesneennne 73
Table 5.31. SUMMary Of PFC_P7_TIM REEISLEIS ....cccueiiiiiiiieiite ettt ettt ettt ettt e st e e et e s bt e e saeesbeeesaeesbeeesneesnne 73
Table 5.32. SUMMArY Of TX_PFC_CTL REISTOIS .. uiiicuieieiiieeieiiieeeettee e sttt e e ssteeesstaeee e s teeeesssteeessnseeeesnsseesensseeesnssneessnsseesannee 73
Table 5.33. SUMMary Of PFC_OPCODE REGISTEIS.......uuiiiiiiieeeeitiieeeeiieeeeittee e ettt e eetvaeeeetaeeeesaraeeessseeessbeeeessssesssssaeesasseseanns 74
TaADIE 5.34. ACCESS TYPES eiiiiirieeieeeeeiiitetteeeeeiitarreeeeeese e tareeaeeaesaastaaraaeeeesaassataaaeaessaasssaaseeessanastbaseeessessstaesaeessesnansesrneeens 75
Table 5.35. Register Address Map fOr PHY ...ttt e ettt e e ettee e e e bt e e e eata e e esataeeesatbeeeessaesenssaeasasbeeeannes 75
Table 6.1. 25G Ethernet IP Configuration Supported by the EXample DeSIZN.........eceicuiieeeiiiee e ettt eevee e e iree e 76
Table 6.2. AXI4-Lite Module Configuration REGISTEIS ........uiiieciiii ettt e st e st e e e e e e s e e e s saeee s esnaeeeesnnreeesnnes 77
Table 6.3. Comparison of Eval and Versa EXample Design FileS ........cciicuiieieiiiiiieiee ettt et e e e s sseane e e snree s 84
Table 6.4. Description Of GENEIAtEd FIlES ......cccuiiiiiiiie ettt ste e e st e e e et e e e e saaeeeessbaeesesnneeeesnsneeesnsseeeannee 85
Table 6.5. LED 7-SeZMENT DESCIIPLION . ....uiiiiiiiiiiiieee ettt e e et e e e e e s e sttt e e e e e e sesaetaeeeeeeeesastaaseeaeeesaastaaseeeseesansssrnneeens 100
Table 7.1, GENErated File LISt ..cceuiiiiiiiieie ittt ettt e ettt e sttt e e s bt e e e e ab b e e e sabbeeesabbeeesnabbeesaanbeeessreeenns 104
Table A.1. Resource Utilization fOr LAV-AT-X50 DEVICES .....ccccuterueiriiiieiieiieesiieesieeesseesteesiseesseesssessssessssesssessssessssessssees 108
Table A.2. Resource Utilization fOr LAV-AT-X70 DEVICES ....cccevuitiiriiieeeiiiiteeeiiteesriteeesitteesesiteeesssaeessabeeessasaeessssseessasseeesns 108
Table A.3. Resource Utilization fOr LAV-AT-X30 DEVICES .....cccueteruieriiiieiieniieeieesieesteesteesseesbeesseesbeessseesabeesaseesseesaseess 108

www.latticesemi.com/legal


http://www.latticesemi.com/legal

25G Ethernet IP
User Guide

= LATTICE

Abbreviations in This Document

A list of abbreviations used in this document.

Abbreviations Definition

25GMII 25-Gigabit Media Independent Interface
AXl4-Lite Advanced eXtensible Interface 4 Lite
AXl4-Stream Advanced eXtensible Interface 4 Stream
CRC Cyclic Redundancy Check

DA Destination Address

DIC Deficit Idle Count

EBR Embedded Block RAM

FCS Frame Check Sequence

FIFO First-In First-Out

GPLL Generic Phase-Locked Loop

IFG Inter-Frame Gap

IPG Inter-Packet Gap

LUT Look-Up Table

L/T Length/Type

MAC Media Access Controller

Mil Media Independent Interface

MTU Maximum Transmission Unit

PCS Physical Coding Sublayer

PHY Physical Layer Device

PMA Physical Medium Attachment

SA Source Address

SFD Start Frame Delimiter

SOF Start of Frame
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1. Introduction

1.1. Overview of the IP

The Lattice Semiconductor 25G Ethernet (GbE) IP core supports the ability to transmit and receive data between a host
processor and an Ethernet network. The 25GbE IP core consists of the 25-Gigabit Media Independent Interface
(25GMII), which connects media access controllers (MACs) and Physical Layer devices (PHYs).

The main function of the 25GbE MAC is to ensure that the media access rules specified in the 802.3 IEEE standards are
met while transmitting a frame of data over an Ethernet. On the receiver side, the Ethernet MAC extracts the different
components of a frame and transfers them to higher applications through an AXI4-Stream interface. The PHY
implements the physical coding sublayer (PCS) and physical medium attachment (PMA) functionality based on the IEEE
802.3 25GBASE-R specification.

The following figure shows an example of a 25GBASE-R application. The 25GbE MAC is connected to the 25GbE PHY
within the 25G Ethernet IP core through the 25GMII. The clock source to the Ethernet MAC is from xg_tx_gclk_o.
For example, the clock output from the Ethernet PHY.

25G Ethernet IP Core

e AN AXl4-Stream 25GMmiII Serial
/ \\ Interface Interface Interface
( Higher Application /1% N 25G Ethernet PHY
\ User Logic ) 25G Ethernet MAC - 25GBASE-R
N / > configured >
\ d
Ne _

Figure 1.1. 25GBASE-R Application

1.2. Quick Facts

The following table provides quick facts about the 25G Ethernet IP core.

Table 1.1. Summary of the 25G Ethernet IP

Supported Devices Avant™-AT-X (Speed grade 3 only).

IP Requirements P Changes! For a list of changes to the IP, refer to the 25G Ethernet IP
g Release Notes (FPGA-RN-02034).

Supported User Interface AXI4-Stream or AXI4-Lite.

Resource Utilization

Resources See Table A.1.
Lattice Implementation IP core v2.3.0—Lattice Radiant software 2025.2 or later.
Design Tool Support Synthesis Synopsys® Synplify Pro® software, 0-2018.09LR-SP1.
Simulation QuestaSim™ Lattice FPGA Edition software.
ST API Reference Refer to the 2.5G, 10G, and 25G Ethernet Driver API Reference
(FPGA-TN-02375).
Note:

1. Insome instances, the IP may be updated without changes to the user guide. This user guide may reflect an earlier IP version
but remains fully compatible with the later IP version. Refer to the IP Release Notes for the latest updates.
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1.3. IP Support Summary

The following table provides IP support information on the 25G Ethernet IP core.

Table 1.2. 25G Ethernet IP Core Support Readiness

Device Family Mode Radiant Timing Model Hardware Validated

Avant-AT-X PHY only, MAC only, MAC + PHY Preliminary Yes

1.4. Features
The 25G Ethernet IP core offers the following key features:

MAC

e Compliant to the IEEE 802.3-2018 standard

e  Supports standard 25 Gbps Ethernet link layer data rate

e 128-bit wide internal datapath operating at 195.3125 MHz

e AXl4-Stream interface on the client’s transmit and receive interfaces
e  25GMll interface to physical (PHY) layer

e  Supports deficit idle count (DIC)

e  Supports VLAN, SVLAN, and up to 9,600 bytes of Jumbo frames
e  Custom preamble mode

e Independent TX and RX Maximum Transmission Unit (MTU) frame length
e Comprehensive statistics support

e Optional frame check sequence (FCS) generation on transmission
e Optional FCS stripping during reception

e  Optional multicast address filtering

e  Programmable Inter-Frame Gap (IFG)

e Supports flow control using pause frames

e Supports Priority Flow Control (PFC)

e Automatic padding of short frames

e Inter-Frame Stretch Mode during transmission

e Supports full-duplex operation

e  Programmable promiscuous (transparent) mode

e Designed to the IEEE 802.3-2018 25GBASE-R specification

e  64b/66b encoding and decoding

e  25GMill interface: 128-bit, 195.3125 MHz

e  Supports AXl4-Lite interface for PHY and MAC register access
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1.5. Licensing and Ordering Information

An IP core-specific license string is required to enable full use of the 25G Ethernet IP core in a complete, top-level design.
The IP core can be fully evaluated through functional simulation and implementation (synthesis, map, place and route)
without an IP license string. This IP core supports Lattice’s IP hardware evaluation capability, which enables you to create
versions of the IP core that operate in hardware for a limited time (approximately four hours) without requiring an IP
license string. For details, refer to the Hardware Evaluation section. However, a license string is required to enable timing
simulation and to generate a bitstream file that does not include the hardware evaluation timeout limitation.

For more information about pricing and availability of the 25G Ethernet IP core, contact your local Lattice Sales Office.

1.5.1. Hardware Evaluation

The 25G Ethernet IP core supports Lattice’s IP hardware evaluation capability when used with Avant-AT-X devices. The
hardware evaluation capability enables you to create versions of the IP core that operate in hardware for a limited
period (approximately four hours) without requiring the purchase of an IP license. It may also be used to evaluate the
core in hardware in user-defined designs. The hardware evaluation capability may be enabled or disabled in the
Strategy dialog box. It is enabled by default. To change this setting, go to Project > Active Strategy > Synplify Pro
Settings.

1.5.2. Ordering Part Number

Table 1.3. Ordering Part Number
Device Family Part Number

Single Seat Annual Single Seat Perpetual
Avant-AT-X ETHER-25G-AVX-US ETHER-25G-AVX-UT

1.6. Hardware Support

For Avant device support, refer to the Example Design section for more information on the boards used.

1.7. Minimum Device Requirements

The minimum device requirements for the 25G Ethernet IP core are as follows:

Table 1.4. Minimum Device Requirements for the 25G Ethernet IP Core

Devices Speed Grades

LAV-AT-X70 Speed grade 3 only
LAV-AT-X50 Speed grade 3 only
LAV-AT-X30 Speed grade 3 only

For more information, refer to the Appendix A. Resource Utilization section.

1.8. Naming Conventions

1.8.1. Nomenclature

The nomenclature used in this document is based on Verilog HDL.

1.8.2. Signal Names

Signal names that end with:

e nare active low signals (asserted when value is logic 0)
e jareinputsignals

e o are output signals

e _joare bi-directional input/output signals
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2. Functional Description

2.1. MAC+ PHY

2.1.1. IP Architecture Overview

The 25G Ethernet IP core transmits and receives data between a host processor and an Ethernet network. With the
MAC + PHY option selected, the IP consists of a MAC and a PHY that is connected through 25GMII internally.

2.1.2. Block Diagram
The following figure shows the 25G Ethernet IP core block diagram.

[25GEthemettp

|
| |
| | 25G Ethernet MAC IP Core 25G Ethernet PHY IP Core }
|
|
} Generic SERDES Foundation IP |
AXI4-Stream Adapter MAC Core — 25GBASE-R configured |
AXM—S(rearr{‘ | |
| RX MAC MPPHYX4 |
| 25GMII PCS PMA |
| |
Statistic veotdr, A
T Other Conttrols/Status ! Serial
} } Interface
| TX MAC Management !
| AXW-Lite CSR e | L,
} AXi4-Lite CSR
|
|
|
|
|
|

I [Mux 1 AXI4-Lite
AXl4-Lite
|

Figure 2.1. 25GbE IP Core Block Diagram

Development Board

Avant FPGA
Iscc_eth25g_ss_top
Fabric
txmac_clk_i
E25G MAC
rxmac_clk_i
195.3125 MHz
xg_rx_clk_i rx|lout_gclk_o
xg_tx_clk_i (regovered_clk)
E25G PHY
LVD!
195.3125 MHz HPI;
el xg_tx_gclk_o
refclk[n,p]_i

Cleaned 156.25 MHz reference clock Feedback recovered clock 1195.3125 MHz

Clock jitter cleaners

Figure 2.2. 25GbE IP Core SyncE Block Diagram
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2.1.3. Management Block
The Management block can be accessed through the AXI4-Lite interface when the MAC + PHY option is selected.

For more details about the management blocks in MAC and PHY respectively, refer to the MAC Management Block and
PHY Management Block sections.

For AXI4-Lite protocol timing details, refer to AMBA 4 AXI and ACE Protocol Specification issue H.

2.2. MAC

2.2.1. IP Architecture Overview

The main function of the 25G Ethernet MAC IP is to ensure that the media access rules specified in the IEEE 802.3
standards are met while transmitting a frame of data over an Ethernet. On the receiver side, the Ethernet MAC extracts
the different components of a frame and transfers them to higher applications through an AXI4-Stream interface.

2.2.2. Block Diagram

FPGA 25G Ethernet MAC Soft IP

25G Ethernet MAC Core

«———128-bit 25GMII RX:
L «—128-bit|—| A’%‘:;:f’“ RX MAC 25GMIl
PHY
Interface
——128-bit—» AX:;—:;:::m > TX MAC 25GMII ——+—128-bit 25GMII TX——»
Client-side
Interface
Management Clock and Reset
< 32-bit Interrupt N Clock
32-bit N AXIAL Statistics
Reset
Config/CSR M B

— «——TX/RX Statistic vectors

Figure 2.3. 25G Ethernet MAC IP Core Block Diagram

2.2.3. Ethernet Data Format

Figure 2.4 shows an untagged Ethernet frame format. Figure 2.5 and Figure 2.6 show the single-tagged and stacked
Ethernet frame formats, respectively.

1 7 1 6 6 2 0-1500 0-46 4 1
Start | Preamble SFD SRR SIeEE Length/Type | Payload | Pad CRC32 EFD IPG
Address Address : P Y
Preamble CRC Rassthrough Average 12 bytes
Passthrough

Frame Padding to 64 bytes

Figure 2.4. Untagged Ethernet Frame Format
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1 7 1 6 6 4 2 0-1500 0-46 4 1
Destination Source
Start Preamble SFD Address Address VLAN Tag Length/Type | Payload Pad CRC32 EFD IPG
TPID=0x8100 PCP/DEI/VID
Preamble 2 2 CRC Rassthrough Average 12 bytes
Passthrough

Frame Padding to 64 bytes

Figure 2.5. VLAN Tagged Ethernet Frame Format

1 7 1 6 6 4 4 2 0-1500 0-46 4 1
Destination Source
Start Preamble SFD Address Address Stacked VLAN Tag VLAN Tag Length/Type | Payload Pad CRC32 EFD IPG
TPID=0x88A8 PCP/DEI/VID TPID=0x8100 PCP/DEI/VID
— I A—
Preamble 2 2 2 2 CRC Rassthrough Average 12 bytes

Frame Padding to 64 bytes

Figure 2.6. Stacked VLAN Tagged Ethernet Frame Format

The MAC is responsible for constructing a valid frame from the data received from the client before transmitting it.

The TX MAC module receives the client payload data with the destination and source addresses. It then adds, appends,
or updates various header fields in accordance with the configuration specified. The MAC does not modify the
destination address, the source address, or the payload received from the client. However, the TX MAC module adds a
preamble, if the IP core is not configured to receive the preamble from user logic. It pads the payload of frames greater
than eight bytes to satisfy the minimum Ethernet frame payload of 46 bytes. By default, the MAC inserts the CRC bytes.
The TX MAC module inserts IDLE bytes to maintain an average IPG of 12.

The fields that are expected from the client-side interface can be one of the following:

e The frame contains the FCS along with the destination address (DA), source address (SA), length/type (L/T), and
data. The TX MAC adds the preamble and start frame delimiter (SFD) before transmitting the frame. This mode can
be set by enabling tx_pass_fcs bit in the TX_CTL register. For timing details, see the In-Band FCS Passing section.

e A4-byte VLAN tag is inserted between the source address and the length/type field of the original untagged frame
when a frame enters the VLAN-aware portion of the network. The Tag Protocol Identified (TPID) being a 16-bit
wide field in a VLAN tag, occupies the same position as the length/type field of the untagged frame. For a single-
tagged VLAN (IEEE 802.1Q) Ethernet frame, its TPID is assigned a value of 0x8100. As for a stacked VLAN (IEEE
802.1ad) Ethernet frame, the TPID of its outer tag (next to SA) is assigned a value of Ox88A8.

e The TX MAC calculates the number of bytes to be padded as well (if required) in addition to the FCS for the entire
frame and adds the preamble and SFD before transmitting the frame. For timing details, see the Default Normal
Frame section.

e When tx_pass_pream bit is set in the TX_CTL register, the client supplies a custom data in the preamble and SFD
field. The TX MAC preserves the preamble field and passed it directly to physical layer. This applies to both cases
mentioned above. For timing details, see the Custom Preamble Passing section.

On the receiver path, it receives frames from the network through 25GMll interface and passes the parameters of the
frame to the client via the AXI4-Stream interface. The RX MAC receives Ethernet frames and forwards the payload with
relevant header bytes to the client after performing some MAC functions on header bytes. The RX MAC processes all
incoming valid frames.

On the receiver path, the MAC can be programmed to transfer frame in one of the following cases:
e Transfer the frame after stripping off the FCS and any pad fields. This is the default settings of the RX MAC.
e Transfer the frame with the FCS field and any pad fields by setting the rx_pass_fc bit of RX_CTL register.
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e Transfer the frame in promiscuous mode by setting the prms bit of RX_CTL register. This mode transfers all frames
it receives to the client rather than passing only the frames that is specifically programmed to receive.

If preamble passthrough is enabled, the RX MAC will forward the preamble bytes over the AXI4-Stream interface. If

preamble passthrough is disabled, the start of packet is aligned to the MSB.

2.2.4. Receive MAC

The Receive MAC receives the incoming frames and transfers them to the client via the AXI4-Stream interface. In the

process, it performs the following operations:

e Checks the frame for a valid start of frame (SOF) and SFD symbol. This checking is disabled when RX is configured
to custom preamble mode.

e Determines whether the frame should be received by analyzing the DA.

e Determines the type of frame by analyzing the length/type field.

o Checks for any errors in the frame by recalculating the CRC and comparing it with the expected value.

The RX MAC operation is determined by programming the MODE and RX_CTL registers.

You can specify whether the FCS field should be transferred on to the AXI4-Stream interface by programming the
rx_pass_fcs bit of RX_CTL register. If the FCS field is to be stripped off the frame, any padding bytes within the frame
are stripped off as well.

When a valid SOF is detected, the DA field of the incoming frame is analyzed as follows:

e Ifthe DA field is a unicast address, it is compared with the programmed MAC address. Unless the prms bit of
RX_CTL register is set, the incoming frame is discarded if the DA field and the programmed MAC address
(MAC_ADDR_{0,1} registers) do not match.

e If the frame had a multicast address and if receive_all_mc signal is not asserted, all such frames are dropped
(except PAUSE frames).

e [f the frame had a multicast address and if receive_all_mc signal is asserted, the multicast frames are subject to the
following address filtering rules:

e  For all frames with multicast address, the CRC of the destination address is computed and the mid-six bits of
the least significant byte of the CRC is chosen as the address to a hash table.

e  The 64-bit hash table is programmed in the MC_TABLE_{0,1} registers.

e The MAC implements an eight-row table with eight bits in each row.

e The lower three bits of the selected CRC are used to select one of these eight rows and the next three bits are
used to select one of the bits in the selected table.

e The incoming multicast frame is accepted if the bit selected from the hash table is set to one. It is discarded if
the bit selected is zero.

e Ifthe incoming frame has a broadcast address, it is accepted if either the prms or the receive_bc bit of RX_CTL
register is set. A broadcast frame is discarded if none of these bits are set.

2.2.4.1. RX Filtering

The IP core can operate in cut-through mode or in store-and-forward mode. In cut-through mode, the IP core does not
buffer incoming Ethernet packets for filtering. It can filter out incoming runt packets but cannot filter on any other
criteria. The value in bit 0 of the RX_FILTER_CTRL register at offset 0x103 determines the mode, and the value in bit 3
determines whether the IP core filters runt packets.

When the IP core is in cut-through mode, it does not filter incoming Ethernet packets based on destination address.
Therefore, when in cut-through mode, the IP core is in promiscuous receive mode. The Ethernet standard definition of
promiscuous receive mode requires that the IP core accept all valid frames, regardless of destination address. The MAC
core accepts or rejects invalid frames based on the filtering criteria that are turned on.

In store-and-forward mode, you can enable oversized-frame handling. When the maximum frame size is set to 9,600
bytes, the IP core passes some of the frames between 9,601-9,644 bytes in size and drops frames of 9,645 bytes or
more.
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The IP core supports the following filtering options:

e Destination address mismatch—refer to the descriptions on the RX_FILTER_CTRL register and
the MADDR_CTRL register as well as the Address Checking section.

e Runt frame—refer to the description on the dout_runt_last_data signal.

e Oversized frame—refer to the description on Jumbo frames.

e Pause frame

e Control frame

e FCSerror

2.2.4.2. Preamble Processing

The preamble sequence is Start, six preamble bytes, and SFD. If this sequence is incorrect the frame is ignored. The
Start byte must be on receive lane 0 (most significant byte). The IP core uses the SFD byte (0xD5) to identify the last
byte of the preamble. The MAC RX looks for the Start, six preamble bytes, and SFD.

By default, the MAC RX removes all Start, SFD, preamble, and IPG bytes from accepted frames. However, if you turn on
the RX preamble pass-through feature, by setting bit O of the Preamble Pass-Through Configuration register at offset
0x125, the MAC RX does not remove the eight-byte preamble sequence.

2.2.4.3. CRC Checking and FCS (CRC32) Forwarding

The RX MAC checks the incoming CRC32 for errors. It asserts rx_error in the same cycle as 11_rx_endofpacket when it
detects an error. CRC takes several cycles. The packet frame is delayed to align the CRC output with the end of the
frame. By default, the RX MAC strips off the CRC bytes before forwarding the packet to the MAC client. You can
configure the core to retain the RX CRC and forward it to the client by updating the CRC_CONFIG register. In the user
interface, the TLAST indicates the end of CRC bytes if CRC is not removed. When CRC is removed, the TLAST signal
indicates the final byte of payload.

By default, the IP core asserts the FCS error signal (I<n>_rx_fcs_error or dout_fcs_error) and the EOP signal on the
same clock cycle if the current frame has an FCS error. However, if the IP core is in RX automatic pad removal mode,
the signals might not be asserted in the same clock cycle.

2.2.4.4. Automatic PAD Removal Control

In the MAC configurations, you can enable and disable RX automatic pad removal with a configuration register bit in
run-time. In these figures, normal packet data, highlighted in gray, lasts until the end of the payload section. However,
the IP core might pass along additional padding, marked with PAD, to ensure that the frame length is at least 64 bytes.
The Ethernet standard requires padding insertion when the payload length is less than 46 bytes. EOP at the RX
interface is normally marked after padding, but you can disable CRC removal to place the EOP at the end of the CRC
block.

When enabled, RX automatic pad removal moves the EOP marker to the end of the payload as indicated in the length

field, whether padding has been inserted or not. If the length is greater than 46 bytes, no padding has been inserted

and this feature has no effect. When you enable RX automatic pad removal, the CRC is excluded from the EOP marker

on packets that have stripped padding, and enabling CRC retention has no effect on padded packets.

Note: Signals ending in *_fcs_valid and *_fcs_error are not shifted along with the new EOP marker. Instead, they
function as if pad removal were disabled. Do not rely on these signals when operating in RX automatic pad
removal mode.

The PAD_CONFIG register controls RX automatic pad removal. By default, pad removal is disabled. Statistics counting is
not affected by RX automatic pad removal; data reports as default, as if the padding were not removed.
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2.2.4.5. Address Checking

The RX MAC supports all three types of addresses:

e  Unicast—Specifies a destination address as a unicast (individual) address. Bit 0 is 0.

e  Multicast—Specifies a destination address as a multicast or group address. Bit 0 is 1.

e Broadcast—Specifies a broadcast address when all 48 bits in the destination address are all 1s,
48'hFFFF_FFFF_FFFF.

If destination address matching is enabled, IP core address checking compares the address to the address programmed
in the destination address register and accepts only the frames with a matching address. You must enable filtering to
discard mismatched destination addresses.

To enable address checking, you must ensure the IP core has the following values in the specified register fields:

e Bit 0 of the RX_FILTER_CTRL register at offset 0x103 has the value of 0.

e  Bit 0 of the MADDR_CTRL register at offset 0x140 has the value of 1.

e Bit 30 of the MADDR_CTRL register has the value of 1.

The MADDR_CTRL fields allow you to turn off destination address checking but still enable the IP core to filter RX traffic
based on other criteria.

If bit 0 of the RX_FILTER_CTRL register has the value of 1, the IP core is in promiscuous receive mode. In this mode, the
IP core omits address checking and accepts all the Ethernet frames it receives, except possibly runt frames.

2.2.4.6. Inter-Packet Gap

The MAC RX removes all IPG octets received and does not forward them to the client interface.

2.2.4.7. Pause and PFC Ignore

When the pause frame receive enable bits are not set, the IP core does not process incoming pause frames. In this
case, the MAC TX traffic is not affected by the valid pause frames.

Similarly, when the PFC frame receive enable bits are not set, the IP core does not process incoming PFC frames. In this
case, the MAC RX will not assert rx_pfc_tuser_o[7:0].

When drop_mac_ctrl bit of RX_CTL is set, the RX MAC will not pass the pause frame or PFC frame received to the client
interface. The signal axis_rx_tvalid_o will be ‘0’ to indicate that any values at axis_rx_tdata_o are invalid, hence
representing the pause frame or PFC frame is dropped.

You can enable unicast or multicast pause receive by setting the appropriate bits of the pause registers.

2.2.5. Flow Control

Flow control reduces congestion at the local or remote link partner. When either link partner experiences congestion,
the respective transmit control sends pause frames. XOFF pause frames stop the remote transmitter. XON pause
frames let the remote transmitter resume data transmission. The IP core supports both standard and Priority-based
Flow Control (PFC) control frames.

Standard Flow Control (Pause Frame Flow Control):

e Inhibits the next client frame transmission on the reception of a valid pause frame.

Priority-based Flow Control (PFC):
e  PFCframe transmission follows a priority-based arbitration scheme, where the Frame Type indication is provided
for the usage of external downstream logic.

e Inhibits the per-queue client frame transmission on the reception of a valid PFC frame from the client. Includes
per-queue PFC pause quanta duration indicator.

Standard Flow Control and PFC must strictly not be enabled at the same time.
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Figure 2.7. Priority-based Flow Control

2.2.5.1. Congestion drop_mac_ctrl and Flow Control Using Pause Frames

The flow control block is designed to clause 31 of the IEEE 802.3-2012 standard. The core can be configured to transmit
pause requests and to act on their reception; these modes of operation can be independently enabled or disabled. The
IP core provides flow control to reduce congestion at the local or remote link partner. When either link partner
experiences congestion, the respective transmit control sends pause frames. The pause frame instructs the remote
transmitter to stop sending data for the duration that the congested receiver specified in an incoming XOFF frame.

When the IP core receives the XOFF pause control frame with the following conditions, the IP core stops transmitting
frames for a period equal to the pause quanta of the incoming pause frame:

e The appropriate bit of the RECEIVE_PAUSE_CONTROL register has the value of 1

e  Address matching is positive

While paused, the IP core does not transmit data but can transmit pause frames.

The pause quanta can be configured in the pause quanta register of the device sending XOFF frames. If the pause frame
is received in the middle of a frame transmission, the transmitter finishes sending the current frame and then suspends
transmission for a period specified by the pause quanta. Data transmission resumes when a pause frame with quanta
of zero is received or when the timer has expired. The pause quanta received overrides any counter currently stored.
When more than one pause quanta is sent, the value of the pause is set to the last quanta received.

XOFF pause frames stop the remote transmitter. XON pause frames let the remote transmitter resume data
transmission.

One pause quanta fraction is equivalent to 512 bit times, which equates to 512/128 (the width of the MAC data bus), or
four system clock cycles.
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XOFF Frame XON Frame
START[7:0] START[7:0]
PREAMBLE[47:0] PREAMBLE[47:0]
SFD[7:0] SFD[7:0]

DESTINATION ADDRESS[47:0] = 0x010000C28001"° DESTINATION ADDRESS[47:0] = 0x010000C28001

SOURCE ADDRESS[47:0] SOURCE ADDRESS[47:0]

TYPE[15:0] = 0x8808 TYPE[15:0] = 0x8808

OPCODE[15:0] = 0x001 OPCODE[15:0] = 0x001

PAUSE QUANTA[15:0] = OxP1, OxP2"* PAUSE QUANTA[15:0] = 0x0000

PAD[335:0] PAD[335:0]

CRC[31:0] CRC[31:0]

Figure 2.8. XOFF and XON Pause Frames

MAC Control IEEE 802.3X PAUSE PFC
DMAC 01:80:C2:00:00:01 01:80:C2:00:00:01
SMAC Station MAC Address Station MAC Address
————— Ethertype F=== 0x8808 F==- 0x8808 F--
MSB

77777 MAC Control Opcode F——=1 0x0001 | — 0x0101 F——
,,,,,,,,,, Time F==—- Class-Enable Vector 0x00 E[7], E[6]...E[0]
,,,,,,,,,,,,,,, Time (Class 0) F==
,,,,,,,,,,,,,,, Time (Class 1) F-=

9 Y
777777777777777 Time (Class 2) F-- EINI= {01}
777777777777777 Time (Class 3) - 0: Ignore Class N

1: Pause Class N
,,,,,,,,,,,,,,, Time (Class 4) F-—
Parameters and Pad (Zeros) )

,,,,,,,,,, Pad 42 Bytes I Time (Class 5) F--
,,,,,,,,,,,,,,, Time (Class 6) i
,,,,,,,,,,,,,,, Time (Class 7) ==

Pad 28 Bytes L__

cRc CRC CRC

Figure 2.9. Ethernet MAC Control Frame Format

www.latticesemi.com/legal



http://www.latticesemi.com/legal

= LATTICE

2.2.5.2. Conditions Triggering XOFF Frame Transmission

The TX MAC transmits XOFF frames when one of the following conditions occurs:

e Client requests XOFF transmission—A client can explicitly request that XOFF frames be sent using the pause
control interface signals. When pause_insert_tx is asserted and pause_insert_time is not zero, an XOFF frame is
sent to the Ethernet network when the current frame transmission completes.

e Host (software) requests XOFF transmission—Setting the pause control register triggers a request that an XOFF
frame be sent.

2.2.5.3. Conditions Triggering XON Frame Transmission

The TX MAC transmits XON frames when one of the following conditions occurs:

e  Client requests XON transmission—A client can explicitly request that XON frames be sent using the pause control
interface signals. If pause_insert_tx is asserted and pause_insert_time is zero, an XON frame is sent to the Ethernet
network when the current frame transmission completes.

e  Host (software) requests XON transmission—Setting the pause control register triggers a request that an XON
frame be sent.

2.2.5.4. Pause Transmission Logic

An XON/XOFF request triggers the IP core to transmit a pause or PFC flow control frame on the Ethernet link. You can
control XON/XOFF requests using the TX flow control registers or the pause_insert_tx0 and pause_insert_tx1 input
signals.

You can specify whether the IP core accepts XON/XOFF requests in 1-bit or 2-bit format by updating the TX Flow
Control Request Mode register field. By default, the IP core assumes 1-bit requests.

2.2.5.5. Pause Control and Generation Interface

The pause control interface implements flow control as specified by the |IEEE 802.3ba 2010 100G Ethernet Standard.
Upon receiving a pause packet, the pause logic temporarily stops packet transmission, and can pass the pause packets
through as normal traffic or drop the pause control frames in the RX direction.

2.2.5.6. Pause Control Frame and Non-Pause Control Frame Filtering and Forwarding

The MAC IP cores can pass the pause packets through as normal traffic or drop the pause control frames in the RX

direction. By default, pass-through is disabled.

The following rules define pause control frames filtering control:

e The RX_FILTER_CTRL register contains options to filter different packet types, such as runt packets, FCS error
packets, address mismatch packets, and so on, from the RX MAC. The RX_FILTER_CTRL register contains one bit to
enable pause packet filtering and one bit to enable non-pause control packet filtering. The reset state for both bits
is 1, where filtering is enabled. The bits are gated by RX_FILTER_CTRL bit [0], which enables and disables all
filtering.

e If you have enabled pause packet filtering, the IP core drops packets that enter the RX MAC and match the length
and type of 0x8808 with an opcode of 0x1 (pause packets) and does not process them or forward them to the
client interface.

e If you have enabled non-pause control packet filtering, the IP core drops packets that enter the RX MAC and match
the length and type of 0x8808 with an opcode other than 0x1 (pause packets) and does not forward them to the
client interface.

e If you have disabled pause packet filtering, the RX MAC forwards pause packets to the client interface depending
on their destination address. If destination address filtering is not enabled, you are forwarded all pause packets. If
destination address filtering is enabled, you are only forwarded pause packets with a valid packet multicast
address or a destination address matching the 40-100GbE IP core address.

Pause and control packet pass-through do not affect the pause functionality in the TX or RX MAC.
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2.2.6. Statistics Counter Interface

The statistics counters module is a synthesis option that you select in the parameter editor. However, the statistics
status bit output vectors are provided whether you select the statistics counters module option or not.

The increment vectors are brought to the top level as output ports. If you configure the statistics counters module, the
increment vectors also function internally as input ports to the control and status registers (CSR).

2.2.7. Transmit MAC

The Transmit MAC controls access to the physical medium. Its main functions are as follows:

e Data padding for short frames when FCS generation is enabled.

e Adds preamble.

e Generation of a pause frame when the tx_pausreq bit of MAC_CTL register is asserted. The bit tx_fc_en of TX_CTL
register should be set to 1 to enable this feature.

e To stop frame transmission when a pause frame is received by the Receive MAC.

e  Generation of an XOFF frame when tx_pfc_tuser_i[7:0] signals or tx_p[0-7]_pfcreq bits of TX_PFC_CTL register are
asserted. Before this, the tx_pfc_p[7:0]_en and tx_pfc_en bits of TX_CTL register must be set to 1 to enable this
feature.

e Implement link fault signaling logic and transmit appropriate sequences based on the remote link status of the
TX_RX_STS register.

The TX MAC operation is determined by programming the MODE and TX_CTL registers.

By default, the Transmit MAC is configured to generate the FCS pattern for the frame to be transmitted. However, this
can be prevented by setting tx_pass_fcs bit of the TX_CTL register. This feature is useful if the frames being presented
for transmission already contain the FCS field. When FCS field generation by the MAC is disabled, ensure that short
frames are properly padded before the FCS is generated. If the MAC receives a frame to transmit that is shorter than 64
bytes when FCS generation is disabled, the frame is sent as is and a statistic vector for the condition is generated.

The DA, SA, L/T, and data fields are derived from higher applications through the AXI4-Stream interface and then
encapsulated into an un-tagged Ethernet frame. The frame encapsulation consists of adding the preamble bits, the SFD
bits, and the CRC check sum to the end of the frame. If transmit_short bit of TX_CTL register is not set, all short frames
are padded. However, there’s a limitation that you must not transmit a 16-byte or shorter frame in application due to
128-bit data width design requirement.

The frame is not sent over the network until the network has been idle for a minimum Inter-Packet Gap (IPG) of 12
bytes. The IPG is adjustable through the tx_ipg field of the IPG_VAL register. The Transmit MAC uses DIC to reach an
average IPG of 8 bytes + (tx_ipg x 4 bytes). With the default tx_ipg value of 1, the Transmit MAC aims for an average
IPG of 12 bytes. For more information on DIC, refer to the IEEE 802.3-2012 Section 46.

The TX MAC requires a continuous stream of data for the entire frame. There cannot be any bubbles of no data transfer
within a frame. After the TX MAC is done transmitting a frame, it waits for more frames from the AXI4-Stream
interface. During this time, it goes to an idle state that can be detected by reading the TX_RX_STS register. Because the
MODE register can be written at any time, the TX MAC can be disabled while it is actively transmitting a frame. In such
cases, the MAC completely transmits the current frame and then returns to the idle state. The control registers should
be programmed only after the MAC has returned to the IDLE state.

There are two different methods for transmitting a pause frame. In the first method, the application layer forms a
pause frame and submits it for transmission via the AXI4-Stream interface. In the other method, the application layer
signals the TX MAC directly to transmit a pause frame. This is accomplished by asserting tx_pausreq bit of MAC_CTL
register. In this case, the TX MAC completes the transmission of the current packet and then transmits a pause frame
with the pause time value supplied through the tx_paustim bits of the PAUSE_TMR register.

As for the transmission of a Priority Flow Control XOFF frame, it can be initiated through two different methods - the
assertion of tx_pfc_tuser_i[7:0] signals or tx_p[0-7]_pfcreq bits of TX_PFC_CTL register. This must only be done at least
clock cycle after both tx_pfc_en and tx_pfc_p[0-7]_en bits of TX_CTL register have been set. If the second method is
used, for example through the assertion of TX_PFC_CTL tx_p[0-7]_pfcreq bits, tx_pfc_tuser_i signals should be tied to
‘0’. Similar to a PAUSE frame, a PFC frame with the per priority pause quanta duration supplied through bit [15:0] of
PFC_P[0-7]_TM registers will only be sent out after the TX MAC has completed the transmission of the current packet.
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In case there are multiple assertions of tx_pfc_tuser_i[7:0] signals or tx_p[0-7]_pfcreq bits during an existing
transmission, these triggers will be accumulated - only a single XOFF frame will be sent out after the current
transmission is complete. The internal quanta counter will start counting after an XOFF frame has been sent out. If
tx_pfc_tuser_i[7:0] signals or tx_p[0-7]_pfcreq bits remain asserted when the quanta counter has reached the
respective refresh value of enabled priorities (supplied through bit [31:16] of PFC_P[0-7]_TM registers), a new XOFF
frame will be sent out. No XON frame will be sent out explicitly when the internal quanta counter has expired.

Note: The pause frame feature (IEEE 802.3) and Priority Flow Control (IEEE 802.1Qbb) are mutually exclusive. Only one
feature can be enabled at a time because simultaneous enabling of both features is not supported.

The TX MAC module receives the client payload data with the destination and source addresses and then adds,
appends, or updates various header fields in accordance with the configuration specified. The MAC does not modify
the destination address or the payload received from the client. However, the TX MAC module adds a preamble (if the
IP core is not programmed to receive the preamble from user logic), pads the payload of frames greater than eight
bytes to satisfy the minimum Ethernet frame payload of 46 bytes, and calculates the CRC over the entire MAC frame. (If
padding is added, it is also included in the CRC calculation). The TX MAC module can also modify the source address,
and always inserts IDLE bytes to maintain an average IPG.

The following figure shows the changes that TX MAC makes to the client frame and uses the following notational
conventions:

e  <p>=payload size = 0-1,500 bytes, or 9,600 bytes for jumbo frames.

e <s>=padding bytes = 0-46 bytes.

e  <g>=number of IPG bytes

MAC Frame
Added by MAC for Payload Data from Added by MAC for
TX packets Client TX packets
T B Y - )
Destination Source
Start Preamble SFD Address Address Length/ Payload Pad CRC32 EFD IPG
[47:0] [7:0] [47:0] [47:0] Type [15:0] | [<p>-1:0] | [<s>] [31:0] [7:0] [<g>-1:0]

Figure 2.10. Typical Client Frame at the Transmit Interface

2.2.7.1. Frame Padding

When the length of client frame is less than 64 bytes (meaning the payload is less than 46 bytes) and greater than eight
bytes, the TX MAC module inserts pad bytes (0x00) after the payload to create a frame length equal to the minimum
size of 64 bytes.

2.2.7.2. Preamble Insertion and SFD Insertion
In the TX datapath the MAC appends an eight-byte preamble that begins with a Start byte (OxFB) to the client frame.

The source of the 6-byte preamble and 1-byte SFD depends on whether you turn on the TX preamble pass-through
feature by setting bit 1 of the Preamble Pass-Through Configuration register at offset 0x125 .

If the TX preamble pass-through feature is turned on, the client provides the eight-byte preamble (including Start
byte and final 1-byte SFD) on the data bus. However, the IP core overwrites the Start byte the client provides, and only
passes on the intermediate six bytes and the SFD. The client is responsible for providing an appropriate SFD byte.

2.2.7.3. Address Insertion

The client provides the destination MAC address and the source address of the local MAC. However, if enabled by bit
[31] of the MADDR_CTRL register at offset 0xC2, the source MAC address can be replaced by the source address
contained in two, 32-bit MAC registers: SRC_AD_LO and SRC_AD_HI.
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2.2.7.4. Length/Type Field Processing

This two-byte header represents either the length of the payload or the type of MAC frame. When the value of this
field is equal to or greater than 1,536 (0x600) it indicates a type field. Otherwise, this field provides the length of the
payload data that ranges from 0-1,500 bytes. The TX MAC does not modify this field before forwarding it to the
network.

2.2.7.5. Frame Check Sequence (CRC-32) Insertion

The TX MAC computes and inserts a CRC32 checksum in the transmitted MAC frame. The frame check sequence (FCS)

field contains a 32-bit CRC value. The MAC computes the CRC32 over the frame bytes that include the source address,

destination address, length, data, and pad (if applicable). The CRC checksum computation excludes the preamble, SFD,
and FCS. The encoding is defined by the following generating polynomial:

ch(x) - X32 +X26 +X23 +X22 +X16 +X12 +Xll +X10 +X8 +X7 +X° +X4 +X2 +X +1

CRC bits are transmitted with MSB (X32) first.

Independent user configuration register bits control FCS CRC insertion at runtime. Bit [0] of the CRC_CONFIG register
enables and disables CRC insertion. By default, the CRC insertion feature is enabled.

2.2.7.6. Inter-Packet Gap and Insertion

The TX MAC maintains the minimum inter-packet gap (IPG) between transmitted frames required by the IEEE 802.3
Ethernet standard. The standard requires an average minimum IPG of 96-bit time (or 12-byte time). The deficit idle
counter maintains the average IPG of 12 bytes.

The MAC adjusts the IPG to compensate for Alignment Marker insertion by PHY. You can program this adjustment
using the IPG_DEL_PERIOD and IPG_DEL_ENABLE registers at offsets 0x126 and 0x127, respectively. By default, the
adjustment removes one idle byte for every 16,384 bytes. This removal rate corresponds to the bandwidth used by the
Alignment Marker that the PHY inserts in the outgoing Ethernet communication. You can modify the value in

the IPG_DEL_PERIOD register to specify more or less frequent removal of idle bytes from the sequence.

2.2.7.7.Reconciliation Layer

This MAC module also incorporates the functions of the reconciliation sublayer.

2.2.8. Receive AXI4-Stream Interface

The receive client-side interface supports the AXI4-Stream interface.

AXI4-Stream RX Adapter

<&—axis_rx_tdata_o[127:0— -
4—axis_rx_tkeep_o[15:0]— i—lnterna/ FIFO interface——
-

<4——axis_rx_tvalid_o———

4——axis_rx_tlast_o

Figure 2.11. AXI4-Stream RX Adapter Interface Diagram
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2.2.8.1. Default Normal Frame

The following figure shows the timing diagram of a default normal frame at the Receive AXI4-Stream interface:

e TO0: MAC asserts axis_rx_tvalid_o to indicate start of frame. The valid packet includes from the DA field up to the
end of the data field.

e T1: MAC asserts axis_rx_tlast_o to indicate last packet transfer.
e T2: MAC deasserts axis_rx_tvalid_o when there is no next packet transfer.
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Figure 2.12. Normal Frame Reception
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The following figure shows the timing diagram of a back-to-back frame at the Receive AXI4-Stream interface:

e TO: MAC asserts axis_rx_tvalid_o to indicate start of frame. The valid packet starts from the DA field up to the end
of the data field.

e T1: MAC asserts axis_rx_tlast_o to indicate last packet transfer.

e  T2: MAC still asserts the axis_rx_tvalid_o to indicate another packet transfer.
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Figure 2.13. Back-to-back Frames Reception
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2.2.8.2.In-Band FCS Passing

The following figure shows the timing diagram of a frame with in-band FCS. The FCS field is included inside the valid
frame.
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Figure 2.14. Frame Reception with In-Band FCS Passing

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

FPGA-IPUG-02249-1.5 2

[e)]


http://www.latticesemi.com/legal

25G Ethernet IP :I.LATT’CE

User Guide

2.2.8.3. Custom Preamble Passing

The following figure shows the timing diagram of a frame with custom preamble mode enabled. A custom preamble
(CP) field is included inside the valid frame.
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Figure 2.15. Reception with Custom Preamble
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2.2.9. Transmit AXI4-Stream Interface

The transmit client-side interface supports the AXI4-Stream interface.

AXI4-Stream TX Adapter

——axis_tx_tdata_i[127:0]—] .
——axis_tx_tkeep_i[15:0]— ——Internal FIFO lnterface—E

>
axis_tx_tvalid_i—p|
axis_tx_tlast_i——
<4——axis_tx_tready_o

Figure 2.16. AXI4-Stream TX Adapter Interface Diagram

2.2.9.1. Default Normal Frame

The following figure shows the timing diagram of a default normal frame at the Transmit AXI4-Stream interface:

TO: Client asserts axis_tx_tvalid_i to indicate the start of packet transfer. It must hold the data and axis_tx_tvalid_i
until axis_tx_tready_o asserts.

T1: Client continues to send data once it sees axis_tx_tready_o asserted.
T2: Client asserts axis_tx_tlast_i to indicate last packet transfer.

T3: Client deasserts axis_tx_tvalid_i when there is no packet transfer. Transmit MAC also deasserts
axis_tx_tready_o once it sees the last packet transfer (axis_tx_tlast_i = 1).
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Figure 2.17. Default Normal Frame Transmission
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2.2.9.2.In-Band FCS Passing

The following figure shows the timing diagram of a frame when In-Band FCS passing is enabled.
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Figure 2.18. Transmission with In-Band FCS Passing
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2.2.9.3. Custom Preamble Passing

The following figure shows the timing diagram of a frame when custom preamble passing is enabled.
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Figure 2.19. Transmission with Custom Preamble Passing
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2.2.10. MAC Management Block

The MAC Management block is accessed through the AXI4-Lite interface. This block is responsible for the following:

e Configuration of the core

e Access to interrupt block

e Access to statistics counter

The various events that occur during the reception of a frame are also logged into the statistics vector signals
(rx_statvec_o) and the TX_RX_STS register. At the end of reception, the rx_staten_o signal is asserted to qualify the
rx_statvec_o signal. A vector is not generated for all those frames that are discarded (no address match or frame length
is less than 64 bytes) or ignored (you assert the ignore_pkt of MAC_CTL register). For every frame transmitted, a
statistics vector signals (tx_statvec_o) is generated, including all the statistical information collected in the process of
transmitting the frame. Data on tx_statvec_o is qualified by assertion of the tx_staten_o signal. These statistics can also
be accessed in the statistics counter when the Statistics Counter Register attribute is enabled.

For the timing details of the AMBA AXI protocol, refer to the AMBA AXI Protocol version 1.0 Specification.

2.3. PHY

2.3.1. IP Architecture Overview

The 25G Ethernet PHY IP core provides the 25GMlI interface to the MAC and follows the IEEE 802.3 25GBASE-R
standard. It supports 128 bits of data and 16 bits of control signals for both the transmit and receive paths.

This IP core instantiates the MPPHY foundation IP configured as 1-Lane 64b/66b PCS and a Management block that
supports AXI4-Lite access to PCS and MMD registers.

The following figure shows the top-level block diagram of the 25G Ethernet PHY IP core.

2.3.2. Block Diagram

25G Ethernet PHY IP Core

MPPHY Foundation IP
— configured as 25GBASE-R

. MPPHYX4
25GMIl pCS PMA

Other Controls/ Status Serial Interface

User Logic <

Management

v

AXl4-Lite CSR

A

v

—
AXl4-Lite
B

Figure 2.20. 25G Ethernet PHY IP Core Block Diagram
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2.3.3. Lane Merging

2.3.3.1. Overview

The LAV-AT-G/X70 silicon can have up to seven usable quads while the LAV-AT-G/X30 silicon have up to three usable
guads depending on the package. Therefore, a single device could theoretically contain up to 28 of these quads.

You can configure the quad to use each lane individually, enabling you to merge multiple MPPHY instances into a single
physical quad. This maximizes the usage of silicon resources in your design.

Note: Lane merging is only supported by LAV-AT-G70 and LAV-AT-X70 devices. For more information, refer
to the Lattice Avant-G/X MPPHY Module User Guide (FPGA-IPUG-02233).

2.3.3.2. Usage
The 25G Ethernet PHY IP core instantiates the MPPHY foundation IP configured with a 1X1 link width, which occupies a
single lane of a quad. By default, the Radiant software attempts to merge MPPHY instances to minimize the device
power consumption.
If you want to override this behavior and select specific locations for the MPPHY instances, you have two options:
e Use top-level port constraints (Idc_set_location) to control the pin or pad assignments of the top-level design ports
such as reference clock, TX/RX data, and so on.
For example, given two 25G Ethernet PHY IP core instances inst0 and inst1, there could be two top-level design
ports:
e input pad_rxp_i_inst0
e input pad_rxp_i_instl

pad_rxp_i_inst0 pad_rxp_i_instl

Top_lanemerging

A
PHY_instO PHY_instl

Figure 2.21. MPPHY Instances Before Lane Merging

If you want to constraint instO to Lane 0 and inst1 to Lane 1 of MPPHY Quad 0, use the following constraints:
e Idc_set_location -site MPQO_RXOP [get_ports pad_rxp_i_inst0]
e Idc_set_location -site MPQO_RX1P [get_ports pad_rxp_i_inst1]

As a result of these constraints, instO and inst1 are merged into MPPHY Quad 0.
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instl_inst0_merge
MPQO

Figure 2.22. MPPHY Instances After Lane Merging

You can create constraints using the Device Constraint editor or by manually entering them into the constraint file.
The package pin name can also be used, depending on the selected package.
Note that an MPPHY quad shares a single reference clock for all four lanes. Therefore, a reference clock constraint
will constrain an instance to a particular quad, rather than to a specific lane.

Set the LANE ID configuration of the IP according to the number of quad you want to use. Follow these steps:
In the Select IP Option field, select PHY only or MAC + PHY.

In the PCS Lane ID field, set the lane ID configuration of the IP as shown in the figure below. By default the ID is set
to AUTO. If the AUTO Lane ID is selected, the pin location assignment must be included in sdc or Idc constraint file .
If the ID is not set to AUTO, in the case of a conflict between the Lane ID configuration and a top-level design port
constraint, the top-level design port constraint takes precedence, which means the Lane ID setting is ignored and a
warning message is shown.

Module/IP Block Wizard (on Ipd-farm-rh8-04.latticesemi.com)

Configure Component from IP eth_25g Version 2.3.0
Set the following parameters to configure this component.
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—{xg_rx_clk_i xg_rxd o[127:0] = = PHY Configuration
—Ixg_tx_clk_i xg_rxval o FEC Mode Disabled
. Fast Simulation Mode
= xg_txc_i[15:0] xg_tx_gclk o— PCS Lane ID AUTO
={xg_txd_i[127:0] xg_txrdy_o|— Loopback Mode No Loopback
—{xg_txval_i
eth_25g
1 r
User Guide No DRC issues are found.

< Back Generate Cancel

Figure 2.23. Set the Lane ID Configuration of the 25G Ethernet PHY IP Core
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The Lane ID value is global for the entire device, starting at 0 from Lane 0 of the left-most quad, then
incrementing up to 27 for Lane 3 of the right-most quad for the largest package of LAV-AT-X70. An example of
Lane ID numbering is shown in the figure below.

MPPHY_MPQO | MPPHY_MPQ1

LaneID { LaneO Lane 1 Lane 2 Lane3 |{ Lane4 Lane 5 Lane 6 Lane 7

Figure 2.24. Lane ID Numbering

2.3.3.3. Lane Merging Report

During lane merging, the Post-Synthesis process produces a report file named mpphy_lane_assignment.mrf in the
project’s active implementation folder that shows how the MPPHY design instances were merged into the device
MPPHY quads. You can open the report file with any text editor.

MPPHYX4_MPQO: new instance 'MPPHYX4_MPQO_merge'
~~ Lane Assignment Within Quad ~~
Lane 3: -- un-assigned --
Lane 2: -- un-assigned --
Lane 1: 'inst_1/1scc_2p5_gbe_top_inst/genblkl.genblkl.lscc_2p5_gbephy_inst/mpphy_03A_inst/lscc_mpphy_inst/mpp_nonpipe_x1.u_nonpipe_x1' (MPPHYX1A)
Assignment is due to:
- auto-assigned
Lane 0: 'inst_0/1lscc_2p5_gbe_top_inst/genblkl.genblkl.lscc_2p5_gbephy_inst/mpphy_03A_inst/lscc_mpphy_inst/mpp_nonpipe_x1.u_nonpipe_x1' (MPPHYX1A)
Assignment is due to:
- auto-assigned

~~ PLL Assignment Within Quad (determined by protocol/data rate) ~~
MPLLA: -- un-assigned --
MPLLB: inst_1/lscc_2p5_gbe_top_inst/genblkl.genblkl.lscc_2p5_gbephy_inst/mpphy_03A_inst/lscc_mpphy_inst/mpp_nonpipe_x1.u_nonpipe_x1, inst_0/1scc
_2p5_gbe_top_inst/genblkl.genblkl.lscc_2p5_gbephy_inst/mpphy_03A_inst/lscc_mpphy_inst/mpp_nonpipe_x1.u_nonpipe_x1

Figure 2.25. Lane Merging Report File

2.3.3.4. Restrictions and Limitations

To merge instances into the same quad, instances must abide by the following restrictions:

e Shared reference clock connection.

e Shared LMMI clock and reset connections.

e  Compatible PLL settings—This is protocol or data rate dependent, and is configured by the IP Catalog tool.

e Compatible “per-quad” connections—a limited number of ports exposed on the MPPHY IP physically have only a
single instance on the silicon. These must be connected to the same net if it is an input, or have a maximum of one
connected per-quad if it is an output.

e All input must be driven by the same source. For output clock, use only the output clock from one instance of the
guad to drive the logic. For output clocks from other IP instances that are merged into the same quad, do not use
these clocks to drive any logic. Refer to the table below.
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Table 2.1. Shared Signal Mapping of 25G Ethernet IP to MPPHY for Lane Merging

MPPHY 25G Ethernet IP Direction
Immiclk_qgO_i sysbus_clk_i Input
iy e et nput
Immireset_n_q0_i reset_n_i Input
txoutgclk_pll0_q0_o xg_tx_gclk_o[0] Output
txoutgclk_pll1_q0_o xg_tx_gclk_o[1] Output

If any of these restrictions are violated, the Radiant software will not automatically merge the MPPHY instances into a
single quad. If user constraints or lane assignment forces incompatible MPPHY instances into the same quad, an error
message is issued, and the Radiant software flow will not continue past the Post-Synthesis stage.

2.3.4. PHY Management Block

The PHY Management block is accessed through the AXI4-Lite interface. This block is responsible for register access of

the PCS registers.

For PCS register access through AXIl4-Lite, this soft IP requires the use of remapped addresses (0xA000 — OXAOFC) as
AXI4-Lite addresses must be DWORD-aligned (0xA000, 0xA004, 0xA008, 0XA00C, and so on). To get the corresponding
AXl4-Lite addresses, you must left shift even-numbered PCS address once (or multiply by two) — the lower 2 bytes of
the AXI4-Lite read/write data will be mapped to the even-numbered PCS register; while the upper 2 bytes of the AXI4-
Lite read/write data maps to the subsequent odd-numbered PCS register.
For details and illustrations on how the AXI4-Lite address remapping works, refer to Table 2.2 and Figure 2.26.

Note: The read/write data values used in the following illustrations are just examples and are not the suggested register
values to be written. Because PCS registers are half-duplex, simultaneous write to/read from PCS registers
through AXIl4-Lite channels are not supported.

Table 2.2. AXI4-Lite to PCS Address and Data Conversion

axi4l_awaddr_i[31:0] | axi4l_wdata_i[31:0] / PCS Register . .
L - L L 16-
/ axi4l_araddr_i[31:0] axi4l_rdata_o[31:0] Address (16-bit) Access Types AS RS (R
0x5000 RW 0x4455 = axi4l_wdata_i[15:0]
0xA000 0x22334455
0x5001 — Not available
0x5002 RW Oxccdd = axi4l_wdata_i[15:0]
0xA0004 Oxaabbccdd - -
0x5003 RW Oxaabb = axi4l_wdata_i[31:16]
0x5004 RW 0x5577 = axi4l_wdata_i[15:0]
0xA008 0x11335577 - -
0x5005 RW 0x1133 = axi4l_wdata_i[31:16]
0x507E RO Read-only register
O0xAOFC 0x8899eeff - -
0x507F RW 0x8899 = axi4l_wdata_i[31:16]
Address = AO00 - byte2 bytel byte0 Address = 5000 byte3 byte2 bytel byteO
Address = A004 - byte2 bytel byte0 Address = 5001 byte3 byte2 -E
Address = A008 - byte2 bytel byte0 Address = 5002 byte3 byte2 bytel byteO
Address = AOOC - byte2 bytel byte0 Address = 5003 byte3 byte2 -E

Figure 2.26. Remapped Addresses for PCS Register Address through the AXI4-Lite Interface
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2.3.5. Loopback Modes

2.3.5.1. Far End Parallel Loopback

The input signal is driven at the serial RX port (RX PMA input) and the output is observed at the serial TX port (TX PMA
output). In this loopback, user logic is not involved.

25G Ethernet PHY IP Core

Management MPPHY Foundation IP

MPPHY

RX PCS RX PMA

<
<

.| Txpes TXPMA

v

Figure 2.27. Far End Parallel Loopback

2.3.5.2. Near End Parallel Loopback

The input signal is driven at the parallel TX port (user logic side) and the output signal is observed at the parallel RX port
(user logic side). In this loopback, PMA is not involved.

25G Ethernet PHY IP Core

Management MPPHY Foundation IP
MPPHY
RX PCS RX PMA
TXPCS /| xpmaA

Figure 2.28. Near End Parallel Loopback

2.4. Clocking

2.4.1. Clocking Overview

The following figure shows the clock network of the 25G Ethernet IP core. The clock frequency requirements depends
on the configuration selected—be it MAC only, PHY only, or MAC+PHY. The configuration details are described in the
Signal Description section. In MAC + PHY configuration, the txmac_clk_i and rxmac_clk_i are connected internally to the
output clock from the PHY block.
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pad_refclk[p/n]_i

sysbus_clk_i 156.25 MHz

V} YVY

AXIS

25 Gb Ethernet / S5aMIl '\ 25 Gb Ethernet
MAC \l / PHY

-~ PAD

25G Ethernet IP Core

xg_tx_gclk_o
195.3125 MHz

Figure 2.29. Clock Network Diagram

2.4.2. RSFEC Clocking Overview

The following figure shows the RSFEC clock network of the 25G Ethernet IP core. The clock frequency requirements
depends on the configuration selected—be it PHY only or MAC+PHY. The configuration details are described in the
Signal Description section. In MAC + PHY configuration, the txmac_clk_i and rxmac_clk_i are connected internally to the
output clock from the PHY block. To close timing comfortably when RSFEC is enabled, use statistic counter of 32 bit
instead of 64 bit.

Avant FPGA
Iscc_eth25g_ss_top AXI Stream
Interface
% 195.3125 MHz *
txmac_clk_i rxmac_clk_i
TX AM TX MAC RX MAC RX AM
Trigger P txmac_ce rXmac_ce |« Remover
E25G MAC 1
v
tx0_am_i rx0_am_o
xg_rx_clk_i
xg_tx_clk_i E25G PHY
< t t_gclk .
FLIE SERDES Ports
refclk[p,n]_i pad_Exnp_o pad__rxnp_i
I é\/

Figure 2.30. RSFEC Clock Network Diagram
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2.5. Reset

2.5.1. MAC Reset Sequence

2.5.1.1. Reset

An asynchronous reset pin (active low) as system reset is used for resetting the 25G Ethernet IP core. Internal reset
logic is implemented to guarantee synchronous deassertion all throughout the different clock domain among soft logic
blocks. The minimum assertion of reset is five clock cycles of the slowest clock (for example, 20 MHz).

2.5.1.2. Power Up Sequence

The following lists the sequence after power-up of the chip or system:

1. Assert reset pin for five clock cycles of the slowest clock of the system (for example, 20 MHz).

2. Wait for the 25G PHY to be in a ready state. For more information on the sequence, see the PHY section.

3. Send settings through the AXI4-Lite interface to configure the system. For a list of MAC registers, refer to the
Configuration Registers for MAC section.

4. Transmit or receive frames.

The following figure shows a sample sequence when RX MAC is configured to pass the FCS field to the client.

CLIENT MAC

>
(1) Assert reset pin

>
(2) Set rx_pass_fcs bit of RX_CTLto 1

>
(3) Set rx_en bit of MODE to 1

>

(4) Transmit or receive frames

Figure 2.31. Sequence to Configure RX MAC In-Band FCS Passing

2.5.2. PHY Reset Sequence

2.5.2.1. Reset

An asynchronous reset pin (active low) as system reset is used for resetting the 25GbE PHY IP core. Internal reset logic
is implemented to guarantee synchronous deassertion all throughout the different clock domain among soft logic
blocks. The minimum assertion of reset is five clock cycles of the slowest clock.

2.5.2.2. Init Sequence

The following is the sequence after power-up of the chip or system:

1. Assert reset pin, reset_n_i, for five clock cycles of the slowest clock of the system (20 MHz).

2. Wait for phy_init_done_o to assert. It is expected during this time (before T0), xg_tx_out is not toggling yet.
3. After TO, user drives continuous IDLE patterns until xg_pcsrdy_o asserts.

4. After T1, transmit or receive frames.

The following figure shows the PHY initialization sequence.
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xg_tx/rx_out_clk_o

phy_init_done_o

Xxg_pcsrdy_o

2.6. Latency

The following table provides the measured latency information for 25G Ethernet IP.

Figure 2.32. PHY Initialization Sequence

Table 2.3. MAC + PHY Attributes (Avant Devices)

/;

Core Core Configuration Latency (ns) User Bus Width (bits) Core Clock Frequency (MHz)
MAC + PHY 25G BASE-R TX 194 128 195.3125
MAC + PHY 25G RS-FEC TX 251 128 195.3125
MAC + PHY 25G FC-FECTX 211 128 195.3125
MAC + PHY 25G BASE-R RX 195 128 195.3125
MAC + PHY 25G RS-FEC RX 552 128 195.3125
MAC + PHY 25G FC-FEC RX 305 128 195.3125
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3. IP Parameter Description

3.1. MAC + PHY

The following table lists the 25G Ethernet IP core configurable attributes for the MAC + PHY option.
Table 3.1. Configurable Attributes for MAC + PHY Option

Attribute Selectable Values Default Description Depfendency on Other
Attributes
General Configuration
Select IP Option . MAC + PHY MAC + PHY | IP option —
e PHYonly
e MAConly
MAC Configuration
Multicast Address Filtering | ¢  Enabled Disabled | Enables or disables address Enabled when Select IP
e Disabled filtering for multicast frames. Option == MAC Only or
MAC + PHY
TX Pause Frame e Enabled Disabled | Enables or disables TX pause Enabled when Select IP
Generation via Ports e Disabled frame generation via ports. Option == MAC only or
MAC + PHY
Statistic Counter Configuration
Statistics Counter Registers | ¢  Enabled Disabled | Enables or disables statistics Can be enabled when
e Disabled counter registers Select IP Option ==
MAC only or MAC +
PHY
Counter Width e 32 32 Width size of the statistic Enabled when Statistic
e 64 counter. Counter Register ==
Enabled
TX Statistics e Enabled Disabled | Enables or disables the TX path | Enabled when Statistic
e Disabled statistic counters. Counter Register ==
Enabled
RX Statistics e  Enabled Disabled | Enables or disables the RX path | Enabled when Statistic
e Disabled statistic counters. Counter Register ==
Enabled
PMA Setup-Transmitter Subgroup (default values are recommended)
. Transmitter amplitude Enabled when Select IP
;)3(]Amplltude Control [0- e 0-63 24 adjustment control Option == PHY Only or
MAC + PHY
Transmitter pre-emphasis level | Enabled when Select IP
TX Pre Cursor [0-31] e 031 0 adjustment control Option == PHY Only or
MAC + PHY
Transmitter post-emphasis Enabled when Select IP
TX Post Cursor [0-31] e 031 0 level adjustment control Option == PHY Only or
MAC + PHY
PMA Setup-Receiver Subgroup (default values are recommended)
RX Coupling Mode e ACCoupling AC PMA Coupling mode Enabled when Select IP
e  DC Coupling Coupling Option == PHY Only or
MAC + PHY
RX Loss of Sig port Enable e Enabled Enabled RX Loss of Sig capability. Enabled when Select IP
e Disabled Option == PHY Only or
MAC + PHY
DFE Enable e Enabled Enabled DFE capability. Enabled when Select IP
e Disabled Option == PHY Only or
MAC + PHY
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Dependency on Other

Attribute Selectable Values Default Description Attributes
RX Adaptive Equalization e  Enabled Enabled RX adaptive EQ capability. Enabled when Select IP
Enable e Disabled Option == PHY Only or
MAC + PHY
Selectable only when
DFE Enable == Disabled
RX Attenuation Block e -13dB -13dB RX Attenuation setting. Higher | Enabled when Select IP
e -2dB dB loss reflects higher Option == PHY Only or
capability of the RX to handle a | MAC + PHY
lossy signal. Selectable only when
RX Adaptive
Equalization Enable ==
Disabled
PHY Configuration
FEC Mode . RSFEC Disabled Enables the RSFEC, FCFEC, or Enabled when Select IP
e FCFEC disables the FEC mode. Option == PHY only or
e Disabled MAC + PHY
Fast Simulation Mode e Enabled Disabled | Enables or disables the fast Enabled when Select IP
e Disabled simulation mode. Option == PHY only or
MAC + PHY
PCS Lane ID AUTO,0,1,2,3,4,5,6,7, AUTO Specifies the location of the Enabled when Select IP
8,9,10,11,12,13, 14, 15, first lane of the PCS instance. Option == PHY only or
16,17, 18, 19, 20, 21, 22, MAC + PHY
23,24, 25, 26,27
Loopback Mode e  Far End Parallel No Enables the far end parallel Enabled when Select IP
Loopback Loopback | loopback, near end parallel Option == PHY only or
e Near End Parallel loopback, or MAC + PHY
Loopback disables the loopback.

e  No Loopback

www.latticesemi.com/legal



http://www.latticesemi.com/legal

3.2. MAC Only

= LATTICE

The following table lists the 25G Ethernet IP core configurable attributes for the MAC only option.

Table 3.2. Configurable Attributes for MAC Only Option

Dependency on Other

Attribute Selectable Values Default Description )
Attributes
General Configuration
Select IP Option e MAC+PHY MAC + PHY | IP option. —
e  PHYonly
e MAConly
MAC Configuration
TX Pause Frame Generation | ¢  Enabled Disabled Enables or disables TX pause Enabled when Select IP
via Ports e Disabled frame generation via ports. Option == MAC only or
MAC + PHY
Multicast Address Filtering e Enabled Disabled Enables or disables multicast Enabled when Select IP
e Disabled address filtering Option == MAC only or
MAC + PHY
Statistic Counter Configuration
Statistics Counter Registers e Enabled Disabled Enables or disables statistics Can be enabled when
e Disabled counter registers. Select IP Option == MAC
only or MAC + PHY
Counter Width o 32 32 Width size of the statistic Enabled when Statistic
e 64 counter. Counter Register ==
Enabled
TX Statistics e  Enabled Disabled Enables or disables the TX path Enabled when Statistic
e Disabled statistic counters. Counter Register ==
Enabled
RX Statistics e Enabled Disabled Enables or disables the RX path | Enabled when Statistic
e Disabled statistic counters. Counter Register ==

Enabled

3.3. PHY Only

The following table lists the attributes when the 25G Ethernet IP core is configured as PHY only option.

Table 3.3. Configurable Attributes for PHY Only Option

Dependency on Other

Attribute Selectable Values Default Description Attributes
General Configuration

e  MAC+ PHY Selects the IP connection. This -
Select IP Option e PHYonly MAC + PHY | section discusses the PHY only

e MAConly option.

PMA Setup-Transmitter Subgroup (default values are recommended)

Transmitter amplitude

Enabled when Select IP

TX Amplitude Control [0-63] | e  0-63 24 adjustment control Option == PHY Only or
MAC + PHY
Transmitter pre-emphasis level Enabled when Select IP
TX Pre Cursor [0-31] e 031 0 adjustment control Option == PHY Only or
MAC + PHY
Transmitter post-emphasis level | Enabled when Select IP
TX Post Cursor [0-31] e 031 0 adjustment control Option == PHY Only or

MAC + PHY

PMA Setup-Receiver Subgroup (default values are recommended)
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Dependency on Other

Attribute Selectable Values Default Description Attributes
RX Coupling Mode e  ACCoupling AC PMA Coupling mode Enabled when Select IP
e DC Coupling Coupling Option == PHY Only or
MAC + PHY
RX Loss of Sig port Enable e Enabled Enabled RX Loss of Sig capability. Enabled when Select IP
e Disabled Option == PHY Only or
MAC + PHY
DFE Enable e Enabled Enabled DFE capability. Enabled when Select IP
e Disabled Option == PHY Only or
MAC + PHY
RX Adaptive Equalization e Enabled Enabled RX adaptive EQ capability. Enabled when Select IP
Enable e Disabled Option == PHY Only or
MAC + PHY
Selectable only when
DFE Enable == Disabled
RX Attenuation Block e -13dB -13dB RX Attenuation setting. Higher Enabled when Select IP
e -2dB dB loss reflects higher capability | Option == PHY Only or
of the RX to handle a lossy signal. | MAC + PHY
Selectable only when
RX Adaptive
Equalization Enable ==
Disabled
PHY Configuration
FEC Mode e  RSFEC Disabled Enables the RSFEC, RCFEC, or Enabled when Select IP
e  FCFEC disables the FEC mode. Option == PHY only or
e Disabled MAC + PHY
Fast Simulation Mode e  Enabled Disabled | Enables or disables the fast Enabled when Select IP
e Disabled simulation mode. Option == PHY only or
MAC + PHY
PCS Lane ID AUTO,0,1,2,3,4,5, 6, 7, AUTO Specifies the location of the first | Enabled when Select IP
8,9,10,11, 12,13, 14, lane of the PCS instance. Option == PHY only or
15, 16, 17, 18, 19, 20, MAC + PHY
21, 22, 23, 24, 25, 26, 27
Loopback Mode e  Far End Parallel No Enables the far end parallel Enabled when Select IP
Loopback Loopback | loopback, near end parallel Option == PHY only or
e Near End Parallel loopback, or MAC + PHY
Loopback disables the loopback.

e No Loopback
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Port Name

| clockDomain | 1/0 | width

Description

Clock and Reset

reset_n_i Asynchronous In 1 Active-low asynchronous reset.
xg_tx_gclk_o — Out 1 TX clock (195.3125 MHz) forwarded to global clock distribution.
xg_rx_gclk_o — Out 1 RX clock (195.3125 MHz) forwarded to global clock distribution.
txmac_clk_i - In 1 195.3125 MHz clock for MAC interface. It is recommended to use
xg_tx_gclk_o[0] as input.
rxmac_clk_i - In 1 195.3125 MHz clock for MAC interface. It is recommended to use
xg_tx_gclk_o[0] as input.
sysbus_clk_i — In 1 Clock for the Management module (AXI4-Lite interface).
It is recommended to use between 20 MHz to 195.3125 MHz clock
for 25GMll interface.
Serial 1/0
pad_refclkn_i — In 1 156.25 MHz SERDES PLL reference clock signal (-).
pad_refclkp_i — In 1 156.25 MHz SERDES PLL reference clock signal (+).
pad_rxn_i pad_refclkn_i In 1 RX- differential signal.
pad_rxp_i pad_refclkp_i In 1 RX+ differential signal.
pad_txn_o pad_refclkn_i Out 1 TX- differential signal.
pad_txp_o pad_refclkp_i Out 1 TX+ differential signal.
AXI4-Stream Receive Interface
axis_rx_tdata_o xg_tx_gclk_o Out 128 AXI4-Stream data from PHY to the client.
axis_rx_tkeep_o xg_tx_gclk_o Out 16 AXI4-Stream control that indicates which data is valid on
axis_rx_tdata_o[ ].
e axis_rx_tkeep_o[0]: axis_rx_tdata_o [7:0]
e axis_rx_tkeep_o[1]: axis_rx_tdata_o [15:8]
e axis_rx_tkeep_o[2]: axis_rx_tdata_o [23:16]
e axis_rx_tkeep_o[3]: axis_rx_tdata_o [31:24]
e axis_rx_tkeep_o[4]: axis_rx_tdata_o [39:32]
e axis_rx_tkeep_o[5]: axis_rx_tdata_o [47:40]
e axis_rx_tkeep_o[6]: axis_rx_tdata_o [55:48]
e axis_rx_tkeep_o[7]: axis_rx_tdata_o [63:56]
e axis_rx_tkeep_o[8]: axis_rx_tdata_o [71:64]
e axis_rx_tkeep_o[9]: axis_rx_tdata_o [79:72]
e axis_rx_tkeep_o[10]: axis_rx_tdata_o [87:80]
e axis_rx_tkeep_o[11]: axis_rx_tdata_o [95:88]
e axis_rx_tkeep_o[12]: axis_rx_tdata_o [103:96]
e axis_rx_tkeep_o[13]: axis_rx_tdata_o [111:104]
e axis_rx_tkeep_o[14]: axis_rx_tdata_o [119:112]
e axis_rx_tkeep_o[15]: axis_rx_tdata_o [127:120]
axis_rx_tvalid_o xg_tx_gclk_o Out 1 AXI4-Stream data valid.
axis_rx_tuser_o xg_tx_gclk_o Out 1 AXI4-Stream user signal used to indicate that the frame had a length
error, termination error, or a cyclic redundancy check (CRC) error.
This signal is qualified with the axis_rx_tlast_o signal.
axis_rx_tlast_o xg_tx_gclk_o Out 1 AXlI4-Stream signal indicating the end of a packet.
AXI4-Stream Transmit Interface
axis_tx_tready_o xg_tx_gclk_o | Out 1 AXl4-Stream signal indicating that the core can accept data transfer.
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Port Name Clock Domain 1/0 Width | Description
axis_tx_tdata_i xg_tx_gclk_o In 128 AXl4-Stream data from the client
axis_tx_tkeep_i xg_tx_gclk_o In 16 AXlI4-Stream control that indicates which data is valid on
axis_tx_tdata_i[].
e axis_tx_tkeep_i[0]: axis_tx_tdata_i[7:0]
e  axis_tx_tkeep_i[1]: axis_tx_tdata_i[15:8]
e  axis_tx_tkeep_i[2]: axis_tx_tdata_i[23:16]
e  axis_tx_tkeep_i[3]: axis_tx_tdata_i[31:24]
e  axis_tx_tkeep_i[4]: axis_tx_tdata_i[39:32]
e  axis_tx_tkeep_i[5]: axis_tx_tdata_i[47:40]
e  axis_tx_tkeep_i[6]: axis_tx_tdata_i[55:48]
e axis_tx_tkeep_i[7]: axis_tx_tdata_i[63:56]
e axis_tx_tkeep_i[8]: axis_tx_tdata_i[71:64]
e axis_tx_tkeep_i[9]: axis_tx_tdata_i[79:72]
e axis_tx_tkeep_i[10]: axis_tx_tdata_i[87:80]
e axis_tx_tkeep_i[11]: axis_tx_tdata_i[95:88]
e  axis_tx_tkeep_i[12]: axis_tx_tdata_i[103:96]
e  axis_tx_tkeep_i[13]: axis_tx_tdata_i[111:104]
e  axis_tx_tkeep_i[14]: axis_tx_tdata_i[119:112]
e  axis_tx_tkeep_i[15]: axis_tx_tdata_i[127:120]
axis_tx_tvalid_i xg_tx_gclk_o In 1 AXI4-Stream data valid.
axis_tx_tuser_i xg_tx_gclk_o In 1 AXI4-Stream user signal to indicate an error in the frame. This signal
is qualified with the axis_tx_tlast_i signal.
axis_tx_tlast_i xg_tx_gclk_o In 1 AXl4-Stream signal indicating the end of a packet.
Non-Standard RX/TX Signals
xg_pcsrdy_o xg_tx_gclk_o Out 1 The high level of this signal indicates alignment is achieved and RX
PCS is ready for transaction.
phy_init_done_o xg_tx_gclk_o Out 1 The high level of this signal indicates alignment is PHY initialization or
reset is done.
AXIl4-Lite Interface
axi4l_awaddr_i sysbus_clk_i In 32 AXl4-Lite write address bus.
axi4l_awvalid_i sysbus_clk_i In 1 AXl4-Lite write address valid.
axi4l_awready_o sysbus_clk_i Out 1 AXl4-Lite write address acknowledge.
axi4l_wdata_i sysbus_clk_i In 32 AXl4-Lite write data bus.
axi4l_wvalid_i sysbus_clk_i In 1 AXl4-Lite write data valid.
axi4l_wready_o sysbus_clk_i Out 1 AXl4-Lite write data acknowledge.
axi4l_wstrb_i sysbus_clk_i In 4 AXl4-Lite write strobe. This feature is not supported so it is tied to 0.
axi4l_bresp_o sysbus_clk_i Out 2 AXl4-Lite write transaction response.
axi4l_bvalid_o sysbus_clk_i Out 1 AXl4-Lite write response valid.
axi4l_bready_i sysbus_clk_i In 1 AXl4-Lite write response acknowledge.
axi4l_araddr_i sysbus_clk_i In 32 AXl4-Lite read address bus.
axi4l_arvalid_i sysbus_clk_i In 1 AXl4-Lite read address valid.
axi4l_arready_o sysbus_clk_i Out 1 AXl4-Lite read address acknowledge.
axi4l_rdata_o sysbus_clk_i Out 32 AXl4-Lite read data output.
axi4l_rresp_o sysbus_clk_i Out 2 AXl4-Lite read data response.
axi4l_rvalid_o sysbus_clk_i Out AXl4-Lite read data/response valid.
axid4l_rready_i sysbus_clk_i In 1 AXl4-Lite read data acknowledge.
Priority Flow Control Interface
tx_pfc_tuser_i xg_tx_gclk_o In 8 Priority FIFO (RX) asserts this input to request for pause, according to

the defined priority ‘n’ where n = 0 to 7. Upon the assertion of this
input, a PFC frame will be constructed and transmitted at the next
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Port Name Clock Domain 1/0 Width | Description
available transmission slot. To ensure the successful transmission of
an XOFF frame, this input can only be asserted at least one clock
cycle after tx_pfc_en and tx_pfc_p[0-7]_en bits of TX_CTL register
have been set. This input should be tied to ‘0’ when left unused. For
example, when using CSR-based PFC triggers through TX_PFC_CTL
registers.
rx_pfc_tuser_o xg_tx_gclk_o Out 8 Denotes the pause request to priority FIFO (TX), according to the
defined priority ‘n’ wheren=0to 7.
e Asserted when priority ‘n’ is enabled and its pause quanta >0
(to pause TX).
e  De-asserted when priority ‘n’ is disabled or its pause quanta =0
(to resume TX).
rx_pfc_tready_i xg_tx_gclk o In 8 Priority FIFO (TX) asserts this input to acknowledge pause request
based on the respective priority ‘n’, where n =0 to 7. Hence, the
quanta counter will only start to expire when this input is asserted.
This input should be tied to ‘1’ if it is left unused.
Statistics Vector Interface
tx_statvec_o xg_tx_gclk_o Out 29 Contains information on the frame transmitted. This bus is qualified
by the tx_staten_o signal.
e  tx_statvec_o[13:0]: Frame byte count
e tx_statvec_o[14]: Transmit is OK
e  tx_statvec_o[15]: MAC control inserted by MAC
e tx_statvec_o[16]: MAC control inserted by client
e  tx_statvec_o[17]: Jumbo frame
e  tx_statvec_o[18]: Tagged frame
e  tx_statvec_o[19]: Broadcast address
e  tx_statvec_o[20]: Multicast address
e  tx_statvec_o[21]: Underrun error
e  tx_statvec_o[22]: CRC error
e  tx_statvec_o[23]: Length check error
e  tx_statvec_o[24]: Terminate error
e tx_statvec_o[25]: Long frame error
e  tx_statvec_o[26]: PTP1588 frame transmitted
e tx_statvec_o[27]: PFC frame transmitted
e tx_statvec_o[28]: Stacked VLAN frame transmitted
tx_staten_o xg_tx_gclk_o Out 1 When asserted, it indicates that the contents of the tx_statvec_o bus
are valid. This signal is asserted for three tx_mac_clk_i periods.
rx_statvec_o xg_tx_gclk_o Out 29 Contains information on the frame received. This bus is qualified by

the rx_staten_o signal.

e rx_statvec_o[13:0]: Frame byte count

e rx_statvec_o[14]:
e  rx_statvec_o[15]:
e  rx_statvec_o[16]:
e  rx_statvec_o[17]:
e  rx_statvec_o[18]:
e  rx_statvec_o[19]:
e  rx_statvec_o[20]:
e  rx_statvec_o[21]:
e  rx_statvec_o[22]:
e  rx_statvec_o[23]:

Frame dropped

Broadcast frame received

Multicast frame received

CRC error

VLAN tag detected

Pause frame

Length check error

Frame is too long

MAC address mismatch

Unsupported opcode. Only the opcodes for

pause frame and PFC frame are supported.

e  rx_statvec_o[24]:
e  rx_statvec_o[25]:

Minimum IPG violated
Receive packet ignored
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e rx_statvec_o[26]: PTP1588 frame received
e rx_statvec_o[27]: PFC frame received
e  tx_statvec_o[28]: Stacked VLAN frame transmitted

rx_staten_o xg_tx_gclk_o Out 1 When asserted, indicates that the contents of the rx_statvec_o bus
are valid. This signal is asserted for three rx_mac_clk_i periods.

TX Pause Frame!

tx_pausreq_i xg_tx_gclk_o In 1 Transmit pause frame.
1 = send request, 0 = do not send request. This is a positive edge-
triggered bit.
The tx_fc_en bit of TX_CTL register should be set to 1 to enable this
feature.
When this port is enabled, the tx_pausreq bit of MAC_CTL register is
not accessible.
You must wait for TX_STAT_PAUSE increment before issuing the next
pause req. Otherwise, it may result in indeterminate behavior. This
signal must be asserted the earliest 1 clock cycle after the
tx_paustm_i values are updated.

tx_paustm_i xg_tx_gclk_o In 16 Pause Quanta time.
This is equivalent to the tx_paustim bit of PAUSE_TM register. These
signals must be ready for 1 cycle before the tx_pausereq_i is
asserted.

Note:

2. Available when TX Pause Frame Generation via Ports is enabled.

4.2. MAC Only

Table 4.2. Signal Description for MAC Only

Port Name

| clockDomain | 1/0 | width

Description

Clock and Reset

reset_n_i Asynchronous In 1 Active-low asynchronous reset.
rxmac_clk_i — In 1 Clock for Receive AXI4-Stream and 25GMII datapath.
195.3125 MHz clock for 25GMll interface.
It is recommended to use xg_tx_gclk_o (clock output from PHY).
txmac_clk_i — In 1 Clock for Transmit AXI4-Stream and 25MII datapath.
o 195.3125 MHz clock for 25GMII interface.
It is recommended to use xg_tx_gclk_o (clock output from PHY).
sysbus_clk_i — In 1 Clock for the Management module (AXI4-Lite interface).
It is recommended to use between 20 MHz to 195.3125 MHz clock
for 25GMll interface.
25MIlI Interface
xgmii_rxd_i xg_tx_gclk_o In 128 16-byte Receive SDR 25GMII data from PHY.

e  Byte 0: xgmii_rxd_i[7:0]

e  Byte 1: xgmii_rxd_i[15:8]
e  Byte 2: xgmii_rxd_i[23:16]
e  Byte 3: xgmii_rxd_i[31:24]
e  Byte 4: xgmii_rxd_i[39:32]
e  Byte 5: xgmii_rxd_i[47:40]
e  Byte 6: xgmii_rxd_i[55:48]
e  Byte 7: xgmii_rxd_i[63:56]
e  Byte 8: xgmii_rxd_i[71:64]
e  Byte 9: xgmii_rxd_i[79:72]
e  Byte 10: xgmii_rxd_i[87:80]
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Port Name

Clock Domain

1/0

Width

Description

Byte 11: xgmii_rxd_i[95:88]
Byte 12: xgmii_rxd_i[103:96]
Byte 13: xgmii_rxd_i[111:104]
Byte 14: xgmii_rxd_i[119:112]
Byte 15: xgmii_rxd_i[127:120]

xgmii_rxc_i

xg_tx_gclk_o

16

Control bits for each lane in xgmii_rxd_i[ ].

Byte O:
Byte 1:
Byte 2:
Byte 3:
Byte 4:
Byte 5:
Byte 6:
Byte 7:
Byte 8:
Byte 9:

xgmii_rxc_i[0]
xgmii_rxc_i[1]
xgmii_rxc_i[2]
xgmii_rxc_i[3]
xgmii_rxc_i[4]
xgmii_rxc_i[5]
xgmii_rxc_i[6]
xgmii_rxc_i[7]
xgmii_rxc_i[8]
xgmii_rxc_i[9]

Byte 10: xgmii_rxc_i[10]
Byte 11: xgmii_rxc_i[11]
Byte 12: xgmii_rxc_i[12]
Byte 13: xgmii_rxc_i[13]
Byte 14: xgmii_rxc_i[14]
Byte 15: xgmii_rxc_i[15]

xgmii_txd_o

xg_tx_gclk_o

Out

128

16-byte Transmit SDR 25GMII data to PHY.

Byte O:
Byte 1:
Byte 2:
Byte 3:
Byte 4:
Byte 5:
Byte 6:
Byte 7:
Byte 8:
Byte 9:

xgmii_txd_o[7:0]
xgmii_txd_o[15:8]
xgmii_txd_o[23:16]
xgmii_txd_o[31:24]
xgmii_txd_o[39:32]
xgmii_txd_o[47:40]
xgmii_txd_o[55:48]
xgmii_txd_o[63:56]
xgmii_txd_o[71:64]
xgmii_txd_o0[79:72]

Byte 10: xgmii_txd_o[87:80]
Byte 11: xgmii_txd_o[95:88]
Byte 12: xgmii_txd_0[103:96]

Byte 13:
Byte 14:
Byte 15:

xgmii_txd_o0[111:104]
xgmii_txd_o0[119:112]
xgmii_txd_o0[127:120]
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Port Name Clock Domain 1/0 Width | Description
xgmii_txc_o xg_tx_gclk_o Out 16 Control bits for each lane in xgmii_txd_o[ ].
e  Byte 0: xgmii_txc_o[0]
e  Byte 1: xgmii_txc_o[1]
e  Byte 2: xgmii_txc_o[2]
e  Byte 3: xgmii_txc_o[3]
e  Byte 4: xgmii_txc_o[4]
e  Byte 5: xgmii_txc_o[5]
e  Byte 6: xgmii_txc_o[6]
e  Byte 7: xgmii_txc_o[7]
e  Byte 8: xgmii_txc_o[8]
e Byte 9: xgmii_txc_o[9]
e  Byte 10: xgmii_txc_o[10]
e Byte 11: xgmii_txc_o[11]
e Byte 12: xgmii_txc_o[12]
e  Byte 13: xgmii_txc_o[13]
e  Byte 14: xgmii_txc_o[14]
e  Byte 15: xgmii_txc_o[15]
AXIl4-Stream Receive Interface
axis_rx_tdata_o xg_tx_gclk_o Out 128 AXI4-Stream data from PHY to the client.
axis_rx_tkeep_o xg_tx_gclk_o Out 16 AXIl4-Stream control that indicates which data is valid on
axis_rx_tdata_o[ ].
e axis_rx_tkeep_o[0]: axis_rx_tdata_o [7:0]
e  axis_rx_tkeep_o[1]: axis_rx_tdata_o [15:8]
e axis_rx_tkeep_o[2]: axis_rx_tdata_o [23:16]
e axis_rx_tkeep_o[3]: axis_rx_tdata_o [31:24]
e axis_rx_tkeep_o[4]: axis_rx_tdata_o [39:32]
e axis_rx_tkeep_o[5]: axis_rx_tdata_o [47:40]
e  axis_rx_tkeep_o[6]: axis_rx_tdata_o [55:48]
e axis_rx_tkeep_o[7]: axis_rx_tdata_o [63:56]
e axis_rx_tkeep_o[8]: axis_rx_tdata_o [71:64]
e axis_rx_tkeep_o[9]: axis_rx_tdata_o [79:72]
e  axis_rx_tkeep_o[10]: axis_rx_tdata_o [87:80]
e  axis_rx_tkeep_o[11]: axis_rx_tdata_o [95:88]
e  axis_rx_tkeep_o[12]: axis_rx_tdata_o [103:96]
e  axis_rx_tkeep_o[13]: axis_rx_tdata_o [111:104]
e  axis_rx_tkeep_o[14]: axis_rx_tdata_o [119:112]
axis_rx_tkeep_o[15]: axis_rx_tdata_o [127:120]
axis_rx_tvalid_o xg_tx_gclk_o Out 1 AXIl4-Stream data valid.
axis_rx_tuser_o xg_tx_gclk_o Out 1 AXIl4-Stream user signal used to indicate that the frame had a length
error, termination error, or a CRC error. This signal is qualified with
the axis_rx_tlast_o signal.
axis_rx_tlast_o xg_tx_gclk_o Out 1 AXIl4-Stream signal indicating the end of a packet.
AXI4-Stream Transmit Interface
axis_tx_tready_o xg_tx_gclk_o Out 1 AXI4-Stream signal indicating that the core can accept data transfer.
axis_tx_tdata_i xg_tx_gclk_o In 128 AXI4-Stream data from the client.
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axis_tx_tkeep_i xg_tx_gclk_o In 16 AXI4-Stream control that indicates which data is valid on
axis_tx_tdata_i[].
e axis_tx_tkeep_i[0]: axis_tx_tdata_i[7:0]
e  axis_tx_tkeep_i[1]: axis_tx_tdata_i[15:8]
e  axis_tx_tkeep_i[2]: axis_tx_tdata_i[23:16]
e  axis_tx_tkeep_i[3]: axis_tx_tdata_i[31:24]
e  axis_tx_tkeep_i[4]: axis_tx_tdata_i[39:32]
e  axis_tx_tkeep_i[5]: axis_tx_tdata_i[47:40]
e  axis_tx_tkeep_i[6]: axis_tx_tdata_i[55:48]
e  axis_tx_tkeep_i[7]: axis_tx_tdata_i[63:56]
e axis_tx_tkeep_i[8]: axis_tx_tdata_i[71:64]
e  axis_tx_tkeep_i[9]: axis_tx_tdata_i[79:72]
e axis_tx_tkeep_i[10]: axis_tx_tdata_i[87:80]
e axis_tx_tkeep_i[11]: axis_tx_tdata_i[95:88]
e axis_tx_tkeep_i[12]: axis_tx_tdata_i[103:96]
e axis_tx_tkeep_i[13]: axis_tx_tdata_i[111:104]
e axis_tx_tkeep_i[14]: axis_tx_tdata_i[119:112]
axis_tx_tkeep_i[15]: axis_tx_tdata_i[127:120]

axis_tx_tvalid_i xg_tx_gclk_o In 1 AXl4-Stream data valid.

axis_tx_tuser_i xg_tx_gclk_o In 1 AXI4-Stream user signal used to indicate an error in the frame. This
signal is qualified with the axis_tx_tlast_i signal.

axis_tx_tlast_i xg_tx_gclk_o In 1 AXl4-Stream signal indicating the end of a packet.

AXIl4-Lite Interface

axi4l_awaddr_i sysbus_clk_i In 32 AXI4-Lite Write address bus.

axi4l_awvalid_i sysbus_clk_i In 1 AXI4-Lite Write address valid.

axi4l_awready_o sysbus_clk_i Out 1 AXl4-Lite Write address acknowledge.

axi4l_wdata_i sysbus_clk_i In 32 AXl4-Lite Write data bus.

axi4l_wvalid_i sysbus_clk_i In 1 AXl4-Lite Write data valid.

axi4l_wready_o sysbus_clk_i Out 1 AXl4-Lite Write data acknowledge.

axi4l_wstrb_i sysbus_clk_i In 4 AXl4-Lite write strobe. This feature is not supported so it is tied to 0.

axi4l_bresp_o sysbus_clk_i Out 2 AXl4-Lite Write transaction response.

axi4l_bvalid_o sysbus_clk_i Out 1 AXl4-Lite Write response valid.

axi4l_bready _i sysbus_clk_i In 1 AXI4-Lite Write response acknowledge.

axi4l_araddr_i sysbus_clk_i In 32 AXIl4-Lite Read address bus.

axi4l_arvalid_i sysbus_clk_i In 1 AXl4-Lite Read address valid.

axi4l_arready_o sysbus_clk_i Out 1 AXIl4-Lite Read address acknowledge.

axi4l_rdata_o sysbus_clk_i Out 32 AXl4-Lite Read data output.

axidl_rresp_o sysbus_clk_i Out 2 AXl4-Lite Read data response.

axi4l_rvalid_o sysbus_clk_i Out 1 AXl4-Lite Read data/response valid.

axi4l_rready_i sysbus_clk_i In 1 AXl4-Lite Read data acknowledge.

Priority Flow Control Interface

tx_pfc_tuser_i xg_tx_gclk_o In 8 Priority FIFO (RX) asserts this input to request for pause, according to
the defined priority ‘n” where n = 0 to 7. Upon the assertion of this
input, a PFC frame will be constructed and transmitted at the next
available transmission slot. To ensure the successful transmission of
an XOFF frame, this input can only be asserted at least one clock
cycle after tx_pfc_en and tx_pfc_p[0-7]_en bits of TX_CTL register
have been set. This input should be tied to ‘0" when left unused. For
example, when using CSR-based PFC triggers through TX_PFC_CTL
registers.
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rx_pfc_tuser_o xg_tx_gclk_o In 8 Denotes the pause request to priority FIFO (TX), according to the
defined priority ‘'n’ wheren=0to 7.
e Asserted when priority ‘n’ is enabled and its pause quanta >0
(to pause TX).
De-asserted when priority ‘n’ is disabled or its pause quanta =0 (to
resume TX).
rx_pfc_tready_i xg_tx_gclk_o In 1 Priority FIFO (TX) asserts this input to acknowledge pause request
based on the respective priority ‘n’, where n =0 to 7. Hence, the
qguanta counter will only start to expire when this input is asserted.
This input should be tied to ‘1’ if it is left unused.
Statistics Vector Interface
tx_statvec_o xg_tx_gclk_o Out 29 Contains information on the frame transmitted. This bus is qualified
by the tx_staten_o signal.
e  tx_statvec_o[13:0]: Frame byte count
e  tx_statvec_o[14]: Transmit is OK
e  tx_statvec_o[15]: MAC control inserted by MAC
e  tx_statvec_o[16]: MAC control inserted by client
e tx_statvec_o[17]: Jumbo frame
e tx_statvec_o[18]: Tagged frame
e  tx_statvec_o[19]: Broadcast address
e  tx_statvec_o[20]: Multicast address
e  tx_statvec_o[21]: Underrun error
e  tx_statvec_o[22]: CRC error
e  tx_statvec_o[23]: Length check error
e  tx_statvec_o[24]: Terminate error
e  tx_statvec_o[25]: Long frame error
e  tx_statvec_o[26]: PTP1588 frame transmitted
e  tx_statvec_o[27]: PFC frame transmitted
e  tx_statvec_o[28]: Stacked VLAN frame transmitted
tx_staten_o xg_tx_gclk_o Out 1 When asserted, it indicates that the contents of the tx_statvec_o bus
are valid. This signal is asserted for three tx_mac_clk_i periods.
rx_statvec_o xg_tx_gclk_o Out 29 Contains information on the frame received. This bus is qualified by

the rx_staten_o signal.

e  rx_statvec_o[13:0]: Frame byte count

e rx_statvec_o[14]:
. rx_statvec_o[15]:
. rx_statvec_o[16]:
. rx_statvec_o[17]:
. rx_statvec_o[18]:
. rx_statvec_o[19]:
. rx_statvec_o[20]:
e  rx_statvec_o[21]:
. rx_statvec_o[22]:
e  rx_statvec_o[23]:

Frame dropped

Broadcast frame received

Multicast frame received

CRC error

VLAN tag detected

Pause frame

Length check error

Frame is too long

MAC address mismatch

Unsupported opcode. Only the opcodes for

pause frame and PFC frame are supported.
e rx_statvec_o[24]: Minimum IPG violated
e  rx_statvec_o[25]: Receive packet ignored
e  rx_statvec_o[26]: PTP1588 frame received
e rx_statvec_o[27]: PFC frame received
. rx_statvec_o[28]: Stacked VLAN frame received
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Port Name

Clock Domain

1/0

Width

Description

rx_staten_o

xg_tx_gclk_o

Out

When asserted, indicates that the contents of the rx_statvec_o bus
are valid. This signal is asserted for three rx_mac_clk_i periods.

LINTR

int_o

sysbus_clk_i

Out

Interrupt request. For more information on the assertion of this
signal, refer to the Interrupt Registers section.

TX Pause Frame!

tx_pausreq_i

xg_tx_gclk_o

Transmit PAUSE Frame.

1 =send request, 0 = do not send request. This is a positive edge-
triggered bit.

The tx_fc_en bit of TX_CTL register should be set to 1 to enable this
feature.

When this port is enabled, the tx_pausreq bit of MAC_CTL register is
not accessible.

You must wait for TX_STAT_PAUSE increment before issuing the next
pause req. Otherwise, it may result in indeterminate behavior. This
signal must be asserted the earliest 1 clock cycle after the
tx_paustm_i values are updated.

tx_paustm_i

xg_tx_gclk_o

16

Pause Quanta time.

This is equivalent to the tx_paustim bit of PAUSE_TM register. These
signals must be ready for 1 cycle before the tx_pausereq_i is
asserted.

Note:

1. Available when TX Pause Frame Generation via Ports is enabled.

4.3. PHY Only

Table 4.3. Signal Description for PHY Only

Port Name | Clock Domain | 1/0 | Width | Description
Serial I/O
pad_refclkn_i — In 1 156.25 MHz SERDES PLL reference clock signal (-).
pad_refclkp_i — In 1 156.25 MHz SERDES PLL reference clock signal (+).
pad_rxn_i pad_refclkn_i In 1 RX- differential signal.
pad_rxp_i pad_refclkp_i In 1 RX+ differential signal.
pad_txn_o pad_refclkn_i Out 1 TX- differential signal.
pad_txp_o pad_refclkp_i Out 1 TX+ differential signal.
Clock and Reset
xg_tx_clk_i — In 1 TX clock input — 195.3125 MHz clock for transmit datapath. It is
recommended to use xg_tx_gclk_o.
xg_rx_clk_i — In 1 RX clock input — 195.3125 MHz clock for receive datapath. It is
recommended to use xg_tx_gclk_o.
xg_tx_clk_o - Out 1 TX clock output.
xg_rx_clk_o — Out 1 RX clock output.
xg_tx_gclk_o — Out 2 TX clock forwarded to global clock distribution (156.25 MHz).
xg_rx_gclk_o — Out 1 RX clock forwarded to global clock distribution (156.25 MHz).
reset_n_i Asynchronous In 1 Active-low asynchronous reset.
sysbus_clk_i — In 1 Clock for the Management module.
25GMiI
xg_txc_i [15:0] xg_tx_gclk_o In 16 16-bit TX control signal.
bit[0] is the control signal for xg_txd_i [7:0]
bit[1] is the control signal for xg_txd_i [15:8]
bit[2] is the control signal for xg_txd_i [23:16]
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bit[3] is the control signal for xg_txd_i [31:24]
bit[4] is the control signal for xg_txd_i [39:32]
bit[5] is the control signal for xg_txd_i [47:40]
bit[6] is the control signal for xg_txd_i [55:48]
bit[7] is the control signal for xg_txd_i [63:56]
bit[8] is the control signal for xg_txd_i [71:64]
bit[9] is the control signal for xg_txd_i [79:72]
bit[10] is the control signal for xg_txd_i [87:80]
bit[11] is the control signal for xg_txd_i [95:88]
bit[12] is the control signal for xg_txd_i [103:96]
bit[13] is the control signal for xg_txd_i [111:104]
bit[14] is the control signal for xg_txd_i [119:112]
bit[15] is the control signal for xg_txd_i [127:120]
When control bit is high, indicates a control byte, otherwise it is a
data byte.
xg_txd_i [127:0] xg_tx_gclk_o In 128 128-bit TX data signal.
xg_rxc_o [15:0] xg_tx_gclk_o Out 16 16-bit RX control signal.
bit[0] is the control signal for xg_rxd_o [7:0]
bit[1] is the control signal for xg_rxd_o [15:8]
bit[2] is the control signal for xg_rxd_o [23:16]
bit[3] is the control signal for xg_rxd_o [31:24]
bit[4] is the control signal for xg_rxd_o [39:32]
bit[5] is the control signal for xg_rxd_o [47:40]
bit[6] is the control signal for xg_rxd_o [55:48]
bit[7] is the control signal for xg_rxd_o [63:56]
bit[8] is the control signal for xg_rxd_o [71:64]
bit[9] is the control signal for xg_rxd_o [79:72]
bit[10] is the control signal for xg_rxd_o [87:80]
bit[11] is the control signal for xg_rxd_o [95:88]
bit[12] is the control signal for xg_rxd_o [103:96]
bit[13] is the control signal for xg_rxd_o [111:104]
bit[14] is the control signal for xg_rxd_o [119:112]
bit[15] is the control signal for xg_rxd_o [127:120]
When control bit is high, indicates a control byte, otherwise it is a
data byte.
xg_rxd_o [127:0] xg_tx_gclk_o Out 128 128-bit RX data signal.
Non-Standard RX/TX Signals
xg_rxval_o xg_tx_gclk_o Out 1 RX valid signal. When high, indicates that the corresponding values
on signals. xg_rxc_o and xg_rxd_o are valid.
xg_txval_i xg_tx_gclk_o In 1 TX valid signal. When high, indicates that the corresponding values
on signals xg_txc_i and xg_txd_i are valid.
xg_txrdy_o xg_tx_gclk_o Out 1 TX ready signal. When high, indicates that TX PCS is ready to accept
the user data and control signal (xg_txc_i and xg_txd_i).
xg_rxrdy_i xg_tx_gclk_o In 1 RX ready signal. This is a flow-control feedback signal.
xg_pcsrdy_o xg_tx_gclk_o Out 1 The high level of this signal indicates alignment is achieved and RX
PCS is ready for transaction.
phy_init_done_o xg_tx_gclk_o Out 1 The high level of this signal indicates alignment is PHY initialization
or reset is done.
tx0_am_i xg_tx_gclk_o In 4 TX alignment marker needed for latency measurement when RSFEC

is enabled. When RSFEC is enabled, this input must be asserted for
2 cycles in every 160 periodic cycles of clock signal xg_tx_out_gclk_i.
Both xg_txc_i and xg_txd_i must be held for 2 cycles to sync with
alignment marker assertion.
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Port Name Clock Domain 1/0 Width | Description
When RSFEC is disabled, you must provide 4'b1111 as input.
rx0_am_o xg_tx_gclk_o Out 4 RX alignment marker needed for latency measurement when RSFEC
is enabled.
When RSFEC is enabled, both xg_rxc_o and xg_rxd_o must not be
consumed when this output is asserted.
When RSFEC is disabled, this output is unused.
AXl4-Lite Interface
axi4l_awaddr_i sysbus_clk_i In 32 AXI4-Lite write address bus.
axi4l_awvalid_i sysbus_clk_i In 1 AXl4-Lite write address valid.
axi4l_awready_o sysbus_clk_i Out 1 AXl4-Lite write address acknowledge.
axi4l_wdata_i sysbus_clk_i In 32 AXI4-Lite write data bus.
axi4l_wvalid_i sysbus_clk_i In 1 AXl4-Lite write data valid.
axi4l_wready_o sysbus_clk_i Out 1 AXl4-Lite write data acknowledge.
axi4l_wstrb_i sysbus_clk_i In 4 AXl4-Lite write strobe. This feature is not supported so tied to 0.
axi4l_bresp_o sysbus_clk_i Out 2 AXl4-Lite write transaction response.
axi4l_bvalid_o sysbus_clk_i Out 1 AXI4-Lite write response valid.
axi4l_bready_i sysbus_clk_i In 1 AXl4-Lite write response acknowledge.
axi4l_araddr_i sysbus_clk_i In 32 AXl4-Lite read address bus.
axi4l_arvalid_i sysbus_clk_i In 1 AXl4-Lite read address valid.
axi4l_arready_o sysbus_clk_i Out 1 AXl4-Lite read address acknowledge.
axi4l_rdata_o sysbus_clk_i Out 32 AXl4-Lite read data output.
axi4l_rresp_o sysbus_clk_i Out 2 AXl4-Lite read data response.
axi4l_rvalid_o sysbus_clk_i Out 1 AXl4-Lite read data/response valid.
axi4l_rready_i sysbus_clk_i In 1 AXl4-Lite read data acknowledge.
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5. Register Description

5.1. MAC + PHY Registers

The registers available in the Ethernet MAC + PHY option include all registers from the MAC and PHY.
For register descriptions in the 25GbE MAC and PHY, refer to the MAC Registers and PHY Registers sections.

Note: With the MAC + PHY selected as the IP option, only the AXI4-Lite interface is available for access to both PCS and
MAC registers.

5.2. MAC Registers
The following table lists the access type of each register.

Table 5.1. Access Types

Access Type Behavior on Read Access Behavior on Write Access

RO Returns register value Ignores write access.

wo Returns 0 Updates register value.

RW Returns register value Updates register value.

RW1C Returns register value Writing 1’b1 on register bit clears the bit to
1’b0. Writing 1’b0 on register bit is ignored.

Reserved Returns O Ignores write access.

5.2.1. Configuration Registers for MAC

The following table lists the 25GbE MAC configuration registers. These registers are accessed through the AXI4-Lite
interface.

Table 5.2. Configuration Registers for MAC

Offset Register Name Access Description

0x000 MODE RW Mode of Operation Register
0x004 TX_CTL RW Transmit MAC Control Register
0x008 RX_CTL RW Receive MAC Control Register
0x00C MAX_PKT_LNGTH RW Maximum Packet Size Register
0x010 IPG_VAL RW IPG Value Register

0x014 MAC_ADDR_O RW MAC Address Register Word 0
0x018 MAC_ADDR_1 RW MAC Address Register Word 1
0x01C TX_RX_STS RO Transmit and Receive Status Register
0x020 VLAN_TAG RO VLAN Tag Register

0x024 MC_TABLE_O RW Multicast Tables Register Word 0
0x028 MC_TABLE_1 RW Multicast Tables Register Word 1
0x02C PAUSE_OPCODE RW Pause Opcode

0x030 MAC_CTL RW MAC Control Register

0x034 PAUSE_TM RW Pause Time Register
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5.2.1.1. MODE Register

This register enables the operation of the MAC. It can be written at any time.

Table 5.3. MODE Register

Bit Label Description Default

[31:2] Reserved Reserved bits. 0
TX MAC Enable

[1] tx_en 0

When set to 1, the TX MAC is enabled to transmit frames.

RX MAC Enable
[0] rx_en . . 0
When set to 1, the RX MAC is enabled to receive frames.

5.2.1.2. TX_CTL Register
This register is overwritten only when the TX MAC is disabled. Writing this register while TX MAC is active results in
unpredictable behavior.

Table 5.4. TX_CTL Register
Bit Label Description Default
[31:14] Reserved Reserved bits. 0

TX Priority Flow Control Enable (Priority 7).
When set to 1 with tx_pfc_en set, the assertion of tx_pfc_tuser_i[7] input port or

[13] tx_pfc_p7_en TX_PFC_CTL[7] bit will trigger the transmission of a PFC frame. 0
When set to 0, the assertion of tx_pfc_tuser_i[7] input or TX_PFC_CTL[7] bit is
ignored.

TX Priority Flow Control Enable (Priority 6).

When set to 1 with tx_pfc_en set, the assertion of tx_pfc_tuser_i[6] input port or
[12] tx_pfc_p6_en TX_PFC_CTL[6] bit trigger the transmission of a PFC frame. 0
When set to 0, the assertion of tx_pfc_tuser_i[6] input or TX_PFC_CTL[6] bit is
ignored.

TX Priority Flow Control Enable (Priority 5).
When set to 1 with tx_pfc_en set, the assertion of tx_pfc_tuser_i[5] input port or

[11] tx_pfc_p5_en TX_PFC_CTL[5] bit will trigger the transmission of a PFC frame. 0
When set to 0, the assertion of tx_pfc_tuser_i[5] input or TX_PFC_CTL[5] bit is
ignored.

TX Priority Flow Control Enable (Priority 4).
When set to 1 with tx_pfc_en set, the assertion of tx_pfc_tuser_i[4] input port or

[10] tx_pfc_p4_en TX_PFC_CTL[4] bit will trigger the transmission of a PFC frame. 0
When set to 0, the assertion of tx_pfc_tuser_i[4] input or TX_PFC_CTL[4] bit is
ignored.

TX Priority Flow Control Enable (Priority 3).

When set to 1 with tx_pfc_en set, the assertion of tx_pfc_tuser_i[3] input port or
[9] tx_pfc_p3_en TX_PFC_CTL[3] bit trigger the transmission of a PFC frame. 0
When set to 0, the assertion of tx_pfc_tuser_i[3] input or TX_PFC_CTL[3] bit is
ignored.

TX Priority Flow Control Enable (Priority 2).
When set to 1 with tx_pfc_en set, the assertion of tx_pfc_tuser_i[2] input port or

[8] tx_pfc_p2_en TX_PFC_CTL[2] bit will trigger the transmission of a PFC frame. 0
When set to 0, the assertion of tx_pfc_tuser_i[2] input or TX_PFC_CTL[2] bit is
ignored.

TX Priority Flow Control Enable (Priority 1).

When set to 1 with tx_pfc_en set, the assertion of tx_pfc_tuser_i[1] input port or
TX_PFC_CTL[1] bit trigger the transmission of a PFC frame.

When set to 0, the assertion of tx_pfc_tuser_i[1] input or TX_PFC_CTL[1] bit is
ignored.

[7] tx_pfc_pl_en
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responsible to generate the appropriate FCS field.

Bit Label Description Default
TX Priority Flow Control Enable (Priority 0).
When set to 1 with tx_pfc_en set, the assertion of tx_pfc_tuser_i[0] input port or

[6] tx_pfc_p0_en TX_PFC_CTL[O0] bit will trigger the transmission of a PFC frame. 0
When set to 0, the assertion of tx_pfc_tuser_i[0] input or TX_PFC_CTL[0] bit is
ignored.
TX Priority Flow Control Enable.
When set to 1, the assertion of any TX PFC tuser input ports or TX_PFC_CTL will
trigger transmission of a PFC frame.

[5] tx_pfc_en '88 el . . . 0
When set to 0, TX PFC tuser signals will be ignored.
This bit should not be enabled together with TX_CTL[1]. For example, pause
frame feature in TX.
TX Custom Preamble Mode

[4] tx_pass_pream When set to 1, the TX MAC operates in custom preamble mode where it 0
preserves the preamble field presented on the client interface.
Transmit Short Frames
When set to 1, the TX MAC transmits frames shorter than 64 bytes without

[3] transmit_short adding padding bytes. 0
When set to 0, TX MAC adds padding bytes when frames are shorter than 64
bytes before transmitted to the PHY.
IFG Stretch Mode

. When set to 1, the TX MAC operates in the IFG stretch mode to match the data

[2] tx_ipg_stretch s ) 0
rates of OC-192. The IPG required to match OC-192 is added to the value
specified in the IPG_VAL register.
Flow-control Enable

(1] tx fc en When set to 1, this enables the flow control functionality of the TX MAC. This bit 0

- - should be set for the TX MAC to transmit a pause frame.

This bit should not be enabled together with tx_pfc_en/TX_CTL[5].
In-band FCS Enable

[0] tx_pass_fcs When set to 1, the FCS field generation is disabled in the TX MAC, and the client is 0

5.2.1.3. RX_CTL Register

This register is overwritten only when the RX MAC is disabled. Writing this register while RX MAC is active results in
unpredictable behavior.

Table 5.5. RX_CTL Register

Bit

Label

Description

Default

[31:17]

Reserved

Reserved bits.

0

(16]

rx_pfc_p7_en

RX Priority Flow Control Enable (Priority 7).

When set to 1 with rx_pfc_en set, rx_pfc_tuser_o[7] output port is asserted
according to the received PFC frame.

When set to 0, rx_pfc_tuser_o[7] output port is ignored. You must avoid setting
this bit to 0 after receiving a PFC frame, if this is not the intention.

[15]

rx_pfc_p6_en

RX Priority Flow Control Enable (Priority 6).

When set to 1 with rx_pfc_en set, rx_pfc_tuser_o[6] output port is asserted
according to the received PFC frame.

When set to 0, rx_pfc_tuser_o[6] output port is ignored. You must avoid setting
this bit to 0 after receiving a PFC frame, if this is not the intention.

(14]

rx_pfc_p5_en

RX Priority Flow Control Enable (Priority 5).

When set to 1 with rx_pfc_en set, rx_pfc_tuser_o[5] output port is asserted
according to the received PFC frame.

When set to 0, rx_pfc_tuser_o[5] output port is ignored. You must avoid setting
this bit to 0 after receiving a PFC frame, if this is not the intention.
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Bit Label Description Default
RX Priority Flow Control Enable (Priority 4).
When set to 1 with rx_pfc_en set, rx_pfc_tuser_o[4] output port is asserted
[13] rx_pfc_p4_en according to the received PFC frame. 0
When set to 0, rx_pfc_tuser_o[4] output port is ignored. You must avoid setting
this bit to 0 after receiving a PFC frame, if this is not the intention.
RX Priority Flow Control Enable (Priority 3).
When set to 1 with rx_pfc_en set, rx_pfc_tuser_o[3] output port is asserted
[12] rx_pfc_p3_en according to the received PFC frame. 0
When set to 0, rx_pfc_tuser_o[3] output port is ignored. You must avoid setting
this bit to 0 after receiving a PFC frame, if this is not the intention.
RX Priority Flow Control Enable (Priority 2).
When set to 1 with rx_pfc_en set, rx_pfc_tuser_o[2] output port is asserted
[11] rx_pfc_p2_en according to the received PFC frame. 0
When set to 0, rx_pfc_tuser_o[2] output port is ignored. You must avoid setting
this bit to 0 after receiving a PFC frame, if this is not the intention.
RX Priority Flow Control Enable (Priority 1).
When set to 1 with rx_pfc_en set, rx_pfc_tuser_o[1] output port is asserted
[10] rx_pfc_pl_en according to the received PFC frame. 0
When set to 0, rx_pfc_tuser_o[1] output port is ignored. You must avoid setting
this bit to 0 after receiving a PFC frame, if this is not the intention.
RX Priority Flow Control Enable (Priority 0).
When set to 1 with rx_pfc_en set, rx_pfc_tuser_o[0] output port is asserted
[9] rx_pfc_p0_en according to the received PFC frame. 0
When set to 0, rx_pfc_tuser_o[0] output port is ignored. You must avoid setting
this bit to 0 after receiving a PFC frame, if this is not the intention.
RX Priority Flow Control Enable.
When set to 1, RX PFC tuser output ports are asserted according to the received
PFC frame.
[8] rx_pfc_en When set to 0, RX PFC tuser output ports are ignored. You must avoid setting this 0
bit to 0 after receiving a PFC frame, if this is not the intention.
This bit should not be enabled together with RX_CTL[2]. For example, pause frame
feature in RX.
RX Custom Preamble Mode.
[7] rx_pass_pream When set to 1, the RX MAC operates in custom preamble mode where it preserves 0
the preamble field of the received frame.
Drop MAC Control Frames.
[6] drop_mac_ctrl . . 0
When set to 1, all MAC control frames are not passed on to the client interface.
) Receive Short Frames.
[5] receive_short . . 0
When set to 1, it enables the RX MAC to receive frames shorter than 64 bytes.
. Receive Broadcast Frames.
[4] receive_bc ) . 0
When set to 1, it enables RX MAC to receive broadcast frames.
Receive Multicast Frames.
[3] receive_all_mc When set to 1, the multicast frames are received per the filtering rules for such 0
frames. When set to 0, no multicast (except pause frames) frames are received.
Receive Pause Frames.
When set to 1, the RX MAC indicates the pause frame reception to the TX MAC.
[2] rx_pause_en . . 0
Pause frames are received and transferred to the AXI4-Stream interface only when
the drop_mac_ctrl bit is NOT set.
In-band FCS Passing.
1] rx_pass. fcs When set to 1, the FCS and any of the padding bytes are passed to the AXI4-Stream 0
- - interface. When set to 0, the MAC strips off the FCS and any padding bytes before
transferring it to the AXI4-Stream interface.
(0] prms Promiscuous Mode. 0

When set to 1, all filtering schemes are abandoned, and the RX MAC receives
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Bit Label Description Default
frames with any address.

5.2.1.4. MAX_PKT_LNGTH Register
This register is overwritten only when the MAC is disabled. All frames longer than the value (number of bytes) in this
register is tagged as long frames. Writing this register while the MAC is active results in unpredictable behavior.

5.2.1.5.IPG_VAL Register

This register contains the IPG value to be used by TX MAC. Back-to-back packets in the transmit buffer is sent out with
the IPG setting programmed in this register with DIC.

Table 5.6. IPG_VAL Register

Bit Label Description Default

[15:5] Reserved Reserved bits. —

Transmit Inter-Packet Gap

Specifies the amount of inter-frame gap in increments of 4 bytes. For
details, refer to the Transmit MAC section. The value of 0 of this register
is prohibited.

[4:0] tx_ipg 5’h1

5.2.1.6. MAC_ADDR_0 and MAC_ADDR_1 Register

The MAC address is stored in the registers in hexadecimal form. For example, to set the MAC address to: AC-DE-48-00-
00-80 would require writing 0x48_00_00_80 to address 0x014 (MAC_ADDR_0). OxAC_DE to address 0x018
(MAC_ADDR_1).

Table 5.7. MAC_ADDR_O Register

Bit Label Description Default

[31:16] Reserved Reserved bits. —
Last two bytes of the MAC address.

[15:0] mac_addr_0 . . 0
Ethernet address assigned to the port that is supported by the MAC.

Table 5.8. MAC_ADDR_1 Register

Bit Label Description Default

[31:16] Reserved Reserved bits. 0
Last two bytes of the MAC address.

[15:0] mac_addr_1 ast two bytes o e_ address . 0
Ethernet address assigned to the port that is supported by the MAC.
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Bit Label Description Default
[31:5] Reserved Reserved bits. 0
Link is OK.
[4] link_ok When set to 1, this indicates that no fault symbols were received on 0
the link.
Remote fault.
[3] remote_fault When set to 1, this indicates that remote fault symbols were received 0
on the link.
Local fault.
[2] local_fault When set to 1, this indicates that local fault symbols were received on 0
the link.
1] rx_idle Receive MAC idIe: o . . 0
When set to 1, this indicates that the RX MAC is inactive.
(0] t_idle Transmit MAC idlle.. . N . 0
When set to 1, this indicates that the TX MAC is inactive.
5.2.1.8. VLAN_TAG Register
This register has the VLAN tag field of the most recent tagged frame that was received.
Table 5.10. VLAN_TAG Register
Bit Label Description Default
[31:16] Reserved Reserved bits. 0
[15:0] vlan_tag VLAN tag ID. 0

5.2.1.9. MC_TABLE_0 and MC_TABLE_1 Register

When the core is programmed to receive multicast frames, a filtering scheme is used to decide whether the frame
should be received or not. This 64-bit matrix forms the hash table that is used to filter out the incoming multicast
frames. For details, refer to the Receive MAC section.

Table 5.11. MC_TABLE_O Register

The last 4-bytes of the 64-bit hash.

Bit Label Description Default
Multicast Table Word 0

31:0 table_0 0

[ ] c_tabie_ First 4-bytes of the 64-bit hash.

Table 5.12. MC_TABLE_1 Register

Bit Label Description Default
Multicast Table Word 1

[31:0] mc_table_1 uiticast Table tvor 0
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5.2.1.10. PAUSE_OPCODE Register

This register contains the pause opcode. This is compared to the opcode in the received pause frame. This value is also
included in any pause frame transmitted by the MAC.

Table 5.13. PAUSE_OPCODE Register

Bit Label Description Default
[31:16] Reserved Reserved bits. 0
[15:0] pause_opcode Pause opcode. 16’h01

5.2.1.11. MAC_CTL Register
Table 5.14. MAC_CTL Register

Bit Label Description Default
[31:5] Reserved Reserved bits. —
(4] ignore_pkt Ignore packet. . ' ' 0
When set to 1, the RX MAC ignores or drops incoming packets.
[3:1] Reserved Reserved bits. —
Transmit pause frame.
1 =send request, 0 = do not send request. This is a positive
edge-triggered bit.
The tx_fc_en bit of TX_CTL register must be set to 1 to enable this
feature.
Subsequent pause request will not be serviced if the pause frame of
the first request is not transmitted yet.
Set this register to 1 during send request, maintaining it for at least
the hold time specified below before resetting it to 0.
[0] tx_pausreq . . . . 0
Standard maximum frame size of 1,518 bytes requires a hold time
of 4,857.6 ns.
Super jumbo frame size of 9,600 bytes requires a hold time of 3,072
ns.

*Example of calculation for 1518 bytes:

1518 standard eth packet / 16 bytes per clock cycle = 94.875 clock
cycle

94.875 clock cycle * 5.12ns per clock cycle (from 195.3125mhz) =
4857.6ns

5.2.1.12. PAUSE_TM Register

This register has the pause time for a flow control packet sourced by the 25 Gb MAC transmitter. To ensure the pause
time is properly included in the pause frame, you must wait for at least ten clock cycles to trigger a pause frame
transmission after writing pause time to this register.

Table 5.15. PAUSE_TM Register

Bit Label Description Default
[31:16] Reserved Reserved bits. —
[15:0] tx_paustim Pause duration. 0

5.2.2. Interrupt Registers

For details of these registers, refer to the Lattice Interrupt Interface section of the Lattice Memory Mapped Interface
and Lattice Interrupt Interface User Guide (FPGA-UG-02039).

Table 5.16. Summary of Interrupt Registers

Offset Register Name | Access | Description
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0x038 INT_STATUS RW1C Interrupt Status Register
0x03C INT_ENABLE RW Interrupt Enable Register
0x040 INT_SET WO Interrupt Set Register

5.2.2.1.INT_STATUS Register
Table 5.17. INT_STATUS Register

Bit Label Description Default
[31:2] Reserved Reserved bits. —
[1] remote_fault_int Remote fault symbols received.

[0] local_fault_int Local fault symbols received.

5.2.2.2.INT_ENABLE Register
Table 5.18. INT_ENABLE Register

Bit Label Description Default
[31:2] Reserved Reserved bits. -
[1] remote_fault_en Enables remote_fault_int.

[0] local_fault_en Enables local_fault_int.

5.2.2.3. INT_SET Register
Table 5.19. INT_SET Register

Bit Label Description Default
[31:2] Reserved Reserved bits. -
[1] remote_fault_set Sets remote_fault_int.

[0] local_fault_set Sets local_fault_int.

5.2.3. Statistics Counters

These statistic counters are wraparound counters and can only be reset when the system reset is asserted. The default
value of these counters is 0.

The register name with “_0" refers to the least significant word of the counter and “_1" refers to the most significant
word.

Table 5.20. Summary of Statistics Counters

Offset Register Name Access Description
0x044 TX_STAT_PKT_LNGTH_0 RO Transmit Packet Length Statistics Counter.

Indicates the total number of octets transmitted in a

particular frame. tx_statvec_o[13:0] is used to
0x048 TX_STAT_PKT_LNGTH_1 RO . .

- - = - implement this counter.
0x04C TX_STAT_ERR_O RO Transmit TX Error Statistics Counter.

Counts the total number of PHY terminated packet. The
0x050 TX_STAT_ERR_1 RO tx_statvec_o[24] is used to implement this counter.
Ox054 TX_STAT_UNDER_RUN_O RO Transmit Underrun Error Statistics Counter.

Counts the total number of underrun packets

transmitted. tx_statvec_o[21] is used to implement this
0x058 TX_STAT_UNDER_RUN_1 RO

- - - - counter.
OX05C TX STAT CRC ERR 0 RO Transmit CRC Error Statistics Counter. - .
- - -~ Counts the total number of packets transmitted with
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Offset Register Name Access Description

CRC error. tx_statvec_o[22] is used to implement this
0x060 TX_STAT_CRC_ERR_1 RO

counter.

Transmit Length Error Statistics Counter.
0x064 TX_STAT_LNGTH_ERR_0 RO Counts the total number of packets transmitted with

length of the packet and length in the Length/Type field
0x068 TX_STAT LNGTH_ERR_1 RO mismatch. tx_statvec_o[23] is used to implement this

counter.
0x06C TX_STAT_LNG_PKT_O RO Transmit Long packet Statistics Counter.

Counts the total number of packets transmitted with

length of the packet longer than the max_frm_size.
0x070 TX_STAT_LNG_PKT_1 RO tx_statvec_o[25] is used to implement this counter.
0x074 TX_STAT_MULTCST_O RO Transmit Multicast Packet Statistics Counter. Counts the

total number of multicast packets transmitted.
0x078 TX_STAT_MULTCST_1 RO tx_statvec_o[20] is used to implement this counter.
0x07C TX_STAT_BRDCST_O RO Transmit Broadcast Packet Statistics Counter. Counts
the total number of broadcast packets transmitted.
0x080 TX_STAT_BRDCST 1 RO tx_statvec_o[19] is used to implement this counter.
0x084 TX_STAT CNT 0 RO Transmit Control Packet Statistics Counter. Counts the
total number of control packets (pause frame)
transmitted by the AXI4-Stream interface.
0x083 TX_STAT_CNT_1 RO tx_statvec_o[16] is used to implement this counter.
0x08C TX_STAT_JMBO_O RO Transmit Jumbo Packet Statistics Counter. Counts the
total number of jumbo packets transmitted.
0x090 TX_STAT_JMBO_1 RO tx_statvec_o[17] is used to implement this counter.
0x094 TX_STAT_PAUSE_0 RO Transmit Pause Packet Statistics Counter.

Counts the total number of pause packets inserted by
0x098 TX STAT PAUSE 1 RO the MAC core (enabled through MAC_CTL register).

X - - - tx_statvec_o[15] is used to implement this counter.
0x09C TX_STAT_VLN_TG_O RO Transmit VLAN Tag Statistics Counter.

Counts the total number of tagged packets transmitted.
0x0A0 TX_STAT_VLN_TG_1 RO tx_statvec_o[18] is used to implement this counter.
OXOA4 TX_STAT_PKT_OK_0 RO Transmit Packet OK Statistics Counter.

Counts the total number of packets transmitted without

any errors. tx_statvec_o[14] is used to implement this
OX0A8 TX_STAT_PKT_OK_1 RO

counter.

O0X0AC TX_STAT_PKT_64_0 RO Transmit Packet 64 Statistics Counter.

Counts the total number of packets transmitted with
0x0BO TX_STAT_PKT_64_1 RO length equal to 64.
0x0B4 TX_STAT_PKT_65_127 0 RO Transmit Packet 65 - 127 Statistics Counter. Counts the

total number of packets transmitted with lengths
0x0B8 TX_STAT_PKT_65_127_1 RO between 65 and 127.
0x0BC TX_STAT_PKT_128 255 0 RO Transmit Packet 128-255 Statistics Counter. Counts the

total number of packets transmitted with lengths
0x0CO0 TX_STAT_PKT_128_255_1 RO between 128 and 255.
0x0C4 TX_STAT_PKT_256_511 0 RO Transmit Packet 256-511 Statistics Counter. Counts the
total number of packets transmitted with lengths
0x0C8 TX_STAT_PKT_256_511_1 RO between 256 and 511.
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Offset Register Name Access Description

0x0CC TX_STAT_PKT_512_1023_0 RO Transmit Packet 512-1023 Statistics Counter. Counts the
total number of packets transmitted with lengths

0x0DO TX_STAT_PKT_512_1023_1 RO between 512 and 1,023.

0x0D4 TX_STAT_PKT_1024 1518 0 RO Transmit Packet 1024-1518 Statistics Counter. Counts
the total number of packets transmitted with lengths

0x0D8 TX_STAT_PKT_1024_1518_1 RO between 1,024 and 1,518.

0x0DC TX STAT PKT 1518 0 RO Transmit Packet 1518 Statistics Counter.

Counts the total number of packets transmitted with
0xOEO0 TX_STAT_PKT_1518_1 RO length greater than 1,518.

OXOE4 TX_STAT_FRM_ERR_0 RO Transmit Frame Error Statistics Counter.

Counts the total number of packets transmitted with

error. tx_statvec_o[14] is used to implement this
OxOE8 TX_STAT_FRM_ERR_1 RO

- - - - counter.

OXO0EC TX_STAT_PKT_1519 2047 0 RO Transmit Packet 1519-2047 Statistics Counter. Counts
the total number of packets transmitted with lengths

O0xOFO0 TX_STAT_PKT_1519_2047_1 RO between 1,024 and 2,047.

0xOF4 TX_STAT_PKT_2048_4095_0 RO Transmit Packet 2048-4095 Statistics Counter. Counts
the total number of packets transmitted with lengths

OxOF8 TX_STAT_PKT_2048_4095_1 RO between 2,048 and 4,095.

O0XOFC TX_STAT_PKT_4096_9216 0 RO Transmit Packet 4096-9216 Statistics Counter. Counts
the total number of packets transmitted with lengths

0x100 TX_STAT_PKT_4096_9216_1 RO between 4,096 and 9,216.

0x104 TX_STAT_PKT_9217_16383_0 RO Transmit Packet 9217-16383 Statistics Counter. Counts
the total number of packets transmitted with lengths

0x108 TX_STAT_PKT_9217_16383_1 RO between 9,217 and 16,383.

0x10C RX_STAT_PKT_LNGTH_0O RO Receive Packet Length Statistics Counter. Indicated the
length of the packet received. rx_statvec_o[13:0] is

0x110 RX_STAT_PKT_LNGTH_1 RO used to implement this counter.

0x114 RX_STAT_VLN_TG_O RO Receive VLAN Tag Statistics Counter.

Counts the total number of tagged packets received.
0x118 RX_STAT_VLN_TG_1 RO rx_statvec_o[18] is used to implement this counter.
0x11C RX_STAT_PAUSE_O RO Receive Pause Packet Statistics Counter.

Counts the total number of pause packets received.
0x120 RX_STAT_PAUSE_1 RO rx_statvec_o[19] is used to implement this counter.
0x124 RX_STAT_FLT O RO Receive Filtered Packet Statistics Counter.
0x128 RX STAT FLT 1 RO rx_statvec_o[22] is used to implement this counter.
0x12C RX_STAT_UNSP_OPCODE_0 RO Receive Unsupported Opcot_:ie Stat_istics Counter. Counts

the number of packets received with unsupported

Opcode. rx_statvec_o[23] is used to implement this
0x130 RX_STAT_UNSP_OPCODE_1 RO

— - - - counter.

Receive Broadcast Packet Statistics Counter. Counts the
0x134 RX_STAT_BRDCST_O RO number of packets received that were directed to the

broadcast address. This does not include multicast
0x138 RX STAT BRDCST 1 RO packets. rx_statvec_o[15] is used to implement this

- - - counter.
0x13C RX_STAT_MULTCST 0 RO Receive Multicast Packet Statistics Counter. Counts the

number of packets received that were directed to the
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multicast address. This does not include broadcast
0x140 RX_STAT_MULTCST_1 RO packets. rx_statvec_o[16] is used to implement this

counter.

Receive Length Error Statistics Counter.
0x144 RX_STAT_LNGTH_ERR_0 RO Counts the total number of packets received with

length of the packet and length in the Length/Type field
0x148 RX STAT LNGTH ERR 1 RO mismatch. rx_statvec_o[20] is used to implement this

counter.
Ox14C RX_STAT_LNG_PKT 0 RO Receive Long Packet Statistics Counter.

Counts the number of packets received longer than the

max_pkt_len. rx_statvec_o[21] is used to implement
0x150 RX_STAT LNG_PKT_1 RO this counter.
0x154 RX_STAT_CRC_ERR_O RO Receive CRC Error Statistics Counter.

Counts the number of packets received with CRC error.
0x158 RX_STAT_CRC_ERR_1 RO rx_statvec_o[17] is used to implement this counter.
Ox15C RX_STAT_PKT_DISCARD_0 RO Receive Packet Discard Statistics Counter.

Counts the number of packets discarded at the receive

end. rx_statvec_o[14] is used to implement this
0x160 RX_STAT_PKT_DISCARD_1 RO

counter.
0x164 RX_STAT_PKT_IGNORE_O RO Receive Packet Ignored Statistics Counter. Counts the

number of packets ignored when you request using the

ignore_pkt. rx_statvec_o[25] is used to implement this
0x168 RX_STAT_PKT_IGNORE_1 RO counter.
0x16C RX_STAT_PKT_FRAGMENTS_0 RO Receive Packet Fragments Statistics Counter. Counts the
number of packets received with less than 64 octets in
length and has either an FCS error or an alignment
error. rx_statvec_o[13:6] along with rx_statvec[17] are
0x170 RX_STAT_PKT_FRAGMENTS_1 RO used to implement this counter.
0x174 RX_STAT_PKT_JABBERS_O RO Receive Packet Jabbers Statistics Counter. Counts the
number of packets received with length longer than

1,518 octets and has either an FCS error or an

alignment error. rx_statvec_o[13:0] along with
0x178 RX_STAT_PKT_JABBERS_1 RO rx_statvec_o[17] are used to implement this counter.
0x17C RX_STAT_PKT_64 0 RO Receive Packet 64 Statistics Counter. Counts the

number of packets received that were 64 octets in
length (including bad packets). rx_statvec_o[13:0] is
0x180 RX_STAT_PKT_64_1 RO used to implement this counter.
0x184 RX_STAT_PKT_65_127_0 RO Receive Packet 65-127 Statistics Counter. Counts the

number of packets received that were between 65-127
0x188 RX_STAT_PKT_65_ 127 1 RO octets in length (including bad packets).
0x18C RX_STAT_PKT_128_255_0 RO Receive Packet 128-255 Statistics Counter. Counts the

number of packets received that were between 128-
0x190 RX_STAT_PKT_128 255 1 RO 255 octets in length (including bad packets).
0x194 RX_STAT_PKT 256_511 0 RO Receive Packet 256-511 Statistics Counter. Counts the

number of packets received that were between 256-
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511 octets in length (including bad packets).

0x198 RX_STAT_PKT 256 511 1 RO

0x19C RX_STAT_PKT_512_1023_0 RO Receive Packet 512-1023 Statistics Counter. Counts the
number of packets received that were between 512-

0x1A0 RX_STAT _PKT 512 1023 1 RO 1023 octets in length (including bad packets).

0x1A4 RX_STAT_PKT_1024_1518_0 RO Receive Packet 1024-1518 Statistics Counter. Counts
the number of packets received that were between

0x1A8 RX_STAT_PKT_1024_1518 1 RO 1024- 1518 octets in length (including bad packets).

0x1AC RX_STAT_PKT_UNDERSIZE_O RO Receive Packet Undersize Statistics Counter. Counts the
number of packets received that were less than 64

0x1B0 RX_STAT_PKT_UNDERSIZE_1 RO octets long and were otherwise well formed.

0x1B4 RX_STAT_PKT_UNICAST 0 RO Receive Packet Unicast Statistics Counter.
Counts the number of good packets received that were

0x1B8 RX_STAT_PKT_UNICAST_1 RO directed to a single address.

Ox1BC RX STAT PKT RCVD 0 RO Packets Received Statistics Counter.

X - - - - Counts the number of packets received (including bad

packet, broadcast, and multicast packets).

0x1C0 RX STAT PKT RCVD 1 RO rx_statvec[15] and rx_statvec_o[16] are used to

- - - implement this counter.

0x1cC4 RX_STAT_PKT_64_GOOD_CRC_0 RO Receive Packet 64 with Good CRC Statistics Counter.
Counts the number of packets received with length less
than 64 and with a good CRC. rx_statvec_o[13:6] and

0x1C8 RX_STAT_PKT_64_GOOD_CRC_1 RO rx_statvec_o[17] are used to implement this counter.

0X1CC RX_STAT_PKT_1518_GOOD_CRC_0 RO Receive Packet 1518 with Good CRC Statistics Counter.
Counts the number of packets received with length
more than 1518 and with a good CRC.
rx_statvec_o[13:0] and rx_statvec_o[17] are used to

0x1D0 RX_STAT_PKT_1518 GOOD_CRC_1 RO implement this counter.

0x1D4 RX_STAT_PKT_1519_2047_0 RO Receive Packet 1519-2047 Statistics Counter. Counts
the number of packets received that were between

0x1D8 RX_STAT_PKT_1519 2047_1 RO 1,519 - 2,047 octets in length (including bad packets).

0x1DC RX_STAT_PKT_2048_4095_0 RO Receive Packet 2048-4095 Statistics Counter. Counts
the number of packets received that were between

Ox1EO RX_STAT_PKT_2048_4095_1 RO 2,048 — 4,095 octets in length (including bad packets).

Ox1E4 RX_STAT_PKT_4096_9216_0 RO Receive Packet 4096-9216 Statistics Counter. Counts
the number of packets received that were between

Ox1E8 RX_STAT_PKT_4096_9216 1 RO 4,096 — 9,216 octets in length (including bad packets).

Ox1EC RX_STAT_PKT_9217_16383_0 RO Receive Packet 9217-16383 Statistics Counter. Counts
the number of packets received that were between

0x1FO RX_STAT_PKT_9217_16383_1 RO 9,217 — 16,383 octets in length (including bad packets).

Ox1F4 TX_STAT_PFC_PKT 0 RO Transmit PFC Frame Statistics Counter.

Counts the total number of transmitted error-free PFC
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frames. tx_statvec_o[27] is used to implement this
Ox1F8 TX_STAT_PFC_PKT 1 RO
counter.
OX1EC RX_STAT PFC_PKT 0 RO Receive PFC Frame Statistics Counter.
Counts the total number of received error-free PFC
frames. rx_statvec_o[27] is used to implement this
0x200 RX_STAT_PFC_PKT 1 RO
counter.
0X204 TX_STAT_PTP1588_PKT_0 RO Transmit PTP1588 Frame Statistics Counter. Counts the
total number of PTP1588 frames transmitted.
0x208 TX_STAT_PTP1588_PKT_1 RO tx_statvec_o[26] is used to implement this counter.
0x20C RX_STAT_PTP1588_PKT_0O RO Receive PTP1588 Statistics Counter. Counts the number
of PTP1588 packets received. The rx_statvec_o[26] is
0x210 RX_STAT_PTP1588 PKT 1 RO used to implement this counter.
0x214 TX_STAT_SVLN_TG_0 RO Transmit Stacked VLAN Tag Statistics Counter.
Counts the total number of stacked VLAN packets
transmitted. tx_statvec_o[28] is used to implement this
0x218 TX_STAT_SVLN_TG_1 RO
- - - = counter.
0x21C RX_STAT_SVLN_TG_0 RO Receive Stacked VLAN Tag Statistics Counter.
Counts the total number of stacked VLAN packets
received. rx_statvec_o[28] is used to implement this
0x220 RX_STAT_SVLN_TG_1 RO
- - - = counter.
Receive link_ok Statistics Counter. Counts the number
of link_ok bit received.
0x22C RX_STAT_LINK_OK RO ) ) o
- - - Note: If you wish to use the RX link_ok statistic counter,
you cannot reset the MAC signal, such as the
xg_pcsrdy_o signal when the RX PHY is down.
0x234 TX_STAT_PKT_LNGTH_ACCU_0 RO Transmit Stacked Packet Length Accumulated Statistic
Counter.
Accumulate total number of bytes transmitted for the
0x238 TX_STAT_PKT_LNGTH_ACCU_1 RO . .
- - = - - frames (only available in IP v2.1.0 release).
0x23C RX_STAT_PKT_LNGTH_ACCU_0 RO Receive Stacked Packet Length Accumulated Statistic
Counter.
Accumulate total number of bytes received for the
0x240 RX_STAT_PKT_LNGTH_ACCU_1 RO . )
frames (only available in IP v2.1.0 release).
5.2.4. Stacked VLAN Register
Table 5.21. Summary of Stacked VLAN Registers
Offset Register Name Access Description
0x27C SVLAN_TAG RO VLAN Tag Register

5.2.4.1. SVLAN_TAG Register

This register has the stacked VLAN tag field of the most recent double tagged frame that was received.

Table 5.22. Summary of SVLAN TAG Register

Bit Label Description Default
[31:16] Reserved Reserved bits 0
[15:0] svlan_tag SVLAN Tag ID. 0
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5.2.5. Priority Flow Control Registers

The registers responsible for priority flow control operations are summarized in the following table.

Table 5.23. Summary of Priority Flow Control (PFC) Registers

Offset Register Name Access Description

0x280 PFC_PO_TM RW Priority O Quanta Register
0x284 PFC_P1_TM RW Priority 1 Quanta Register
0x288 PFC_P2_TM RW Priority 2 Quanta Register
0x28C PFC_P3_TM RW Priority 3 Quanta Register
0x290 PFC_P4_TM RW Priority 4 Quanta Register
0x294 PFC_P5_TM RW Priority 5 Quanta Register
0x298 PFC_P6_TM RW Priority 6 Quanta Register
0x29C PFC_P7_TM RW Priority 7 Quanta Register
0x2A0 TX_PFC_CTL RW Transmit PFC Frame Request Register
0x2A4 PFC_OPCODE RW Priority Flow Control Opcode

5.2.5.1. PFC_PO_TM Register

This register contains the pause time for a priority O flow control frame and can be configured during run-time. The
new values of the registers will only take effect when tx_pfc_tuser_i[0] or TX_PFC_CTL[0] is re-asserted or still asserted
when quanta counter refreshes.

To ensure the pause time is properly included in the PFC frame, you must wait for at least ten clock cycles to trigger a
PFC frame transmission after writing pause time to this register.

Table 5.24. Summary of PFC_PO_TM Registers
Bit Label Description Default

Priority O Refresh Period.

This field defines the refresh period in quanta (each quanta is equivalent to 512-
[31:16] tx_pfc_p0_refresh bit time), in which a new PFC XOFF frame will be transmitted again according to 16’h7F00
current tx_pfc_tuser_i[0] input or TX_PFC_CTL[O] bit assertion. After refresh, the
refresh counter will be restarted. Valid when PFC for priority O is enabled.

Priority O Pause Quanta.

This field defines the pause duration in quanta (each quanta is equivalent to 512-
bit time) for priority 0 when generating a PFC frame. Valid when PFC for priority O
is enabled.

[15:0] tx_pfc_p0_quanta 16’h7FFF

5.2.5.2. PFC_P1_TM Register

This register contains the pause time for a priority 1 flow control frame and can be configured during run-time. The
new values of the registers will only take effect when tx_pfc_tuser_i[1] or TX_PFC_CTL[1] is re-asserted or still asserted
when quanta counter refreshes.

To ensure the pause time is properly included in the PFC frame, you must wait for at least ten clock cycles to trigger a
PFC frame transmission after writing pause time to this register.
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Table 5.25. Summary of PFC_P1_TM Registers
Bit Label Description Default

Priority 1 Refresh Period.

This field defines the refresh period in quanta (each quanta is equivalent to 512-
[31:16] tx_pfc_p1_refresh bit time), in which a new PFC XOFF frame will be transmitted again according to 16’h7F00
current tx_pfc_tuser_i[1] input or TX_PFC_CTL[1] bit assertion. After refresh, the
refresh counter will be restarted. Valid when PFC for priority 1 is enabled.

Priority 1 Pause Quanta.
This field defines the pause duration in quanta (each quanta is equivalent to 512-

bit time) for priority 1 when generating a PFC frame. Valid when PFC for priority 1
is enabled.

[15:0] tx_pfc_pl_quanta 16’h7FFF

5.2.5.3. PFC_P2_TM Register

This register contains the pause time for a priority 2 flow control frame and can be configured during run-time. The
new values of the registers will only take effect when tx_pfc_tuser_i[2] or TX_PFC_CTL[2] is re-asserted or still asserted
when quanta counter refreshes.

To ensure the pause time is properly included in the PFC frame, you must wait for at least ten clock cycles to trigger a
PFC frame transmission after writing pause time to this register.

Table 5.26. Summary of PFC_P2_TM Registers
Bit Label Description Default

Priority 2 Refresh Period.

This field defines the refresh period in quanta (each quanta is equivalent to 512-
[31:16] | tx_pfc_p2_refresh bit time), in which a new PFC XOFF frame will be transmitted again according to 16’h7F00
current tx_pfc_tuser_i[2] input or TX_PFC_CTL[2] bit assertion. After refresh, the
refresh counter will be restarted. Valid when PFC for priority 2 is enabled.

Priority 2 Pause Quanta.

This field defines the pause duration in quanta (each quanta is equivalent to 512-
bit time) for priority 2 when generating a PFC frame. Valid when PFC for priority 2
is enabled.

[15:0] tx_pfc_p2_quanta 16’h7FFF

5.2.5.4. PFC_P3_TM Register

This register contains the pause time for a priority 3 flow control frame and can be configured during run-time. The
new values of the registers will only take effect when tx_pfc_tuser_i[3] or TX_PFC_CTL[3] is re-asserted or still asserted
when quanta counter refreshes.

To ensure the pause time is properly included in the PFC frame, you must wait for at least ten clock cycles to trigger a
PFC frame transmission after writing pause time to this register.

Table 5.27. Summary of PFC_P3_TM Registers
Bit Label Description Default

Priority 3 Refresh Period.

This field defines the refresh period in quanta (each quanta is equivalent to 512-
[31:16] | tx_pfc_p3_refresh bit time), in which a new PFC XOFF frame will be transmitted again according to 16’h7F00
current tx_pfc_tuser_i[3] input or TX_PFC_CTL[3] bit assertion. After refresh, the
refresh counter will be restarted. Valid when PFC for priority 3 is enabled.

Priority 3 Pause Quanta.
This field defines the pause duration in quanta (each quanta is equivalent to 512-

bit time) for priority 3 when generating a PFC frame. Valid when PFC for priority 3
is enabled.

[15:0] tx_pfc_p3_quanta 16’h7FFF
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5.2.5.5.PFC_P4_TM Register

This register contains the pause time for a priority 4 flow control frame and can be configured during run-time. The
new values of the registers will only take effect when tx_pfc_tuser_i[4] or TX_PFC_CTL[4] is re-asserted or still asserted
when quanta counter refreshes.

To ensure the pause time is properly included in the PFC frame, you need to wait for at least ten clock cycles to trigger
PFC frame transmission after writing pause time to this register.

Table 5.28. Summary of PFC_P4_TM Registers

Bit Label Description Default

Priority 4 Refresh Period.

This field defines the refresh period in quanta (each quanta is equivalent to 512-
[31:16] tx_pfc_p4_refresh bit time), in which a new PFC XOFF frame will be transmitted again according to 16’h7F00
current tx_pfc_tuser_i[4] input or TX_PFC_CTL[4] bit assertion. After refresh, the
refresh counter will be restarted. Valid when PFC for priority 4 is enabled.

Priority 4 Pause Quanta.

This field defines the pause duration in quanta (each quanta is equivalent to 512-
bit time) for priority 4 when generating a PFC frame. Valid when PFC for priority 4
is enabled.

[15:0] tx_pfc_p4_quanta 16’h7FFF

5.2.5.6. PFC_P5_TM Register

This register contains the pause time for a priority 5 flow control frame and can be configured during run-time. The
new values of the registers will only take effect when tx_pfc_tuser_i[5] or TX_PFC_CTL[5] is re-asserted or still asserted
when quanta counter refreshes.

To ensure the pause time is properly included in the PFC frame, you must wait for at least ten clock cycles to trigger
PFC frame transmission after writing pause time to this register.

Table 5.29. Summary of PFC_P5_TM Registers

Bit Label Description Default

Priority 5 Refresh Period.

This field defines the refresh period in quanta (each quanta is equivalent to 512-
[31:16] tx_pfc_p5_refresh bit time), in which a new PFC XOFF frame will be transmitted again according to 16’h7F00
current tx_pfc_tuser_i[5] input or TX_PFC_CTL[5] bit assertion. After refresh, the
refresh counter will be restarted. Valid when PFC for priority 5 is enabled.

Priority 5 Pause Quanta.

This field defines the pause duration in quanta (each quanta is equivalent to 512-
bit time) for priority 5 when generating a PFC frame. Valid when PFC for priority 5
is enabled.

[15:0] tx_pfc_p5_quanta 16’h7FFF

5.2.5.7. PFC_P6_TM Register

This register contains the pause time for a priority 6 control frame and can be configured during run-time. The new
values of the registers will only take effect when tx_pfc_tuser_i[6] or TX_PFC_CTL[6] is re-asserted or still asserted
when quanta counter refreshes.

To ensure the pause time is properly included in the PFC frame, you must wait for at least ten clock cycles to trigger
PFC frame transmission after writing pause time to this register.
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Table 5.30. Summary of PFC_P6_TM Registers

Bit Label Description Default

Priority 6 Refresh Period.

This field defines the refresh period in quanta (each quanta is equivalent to 512-
[31:16] tx_pfc_p6_refresh bit time), in which a new PFC XOFF frame will be transmitted again according to 16’h7F00
current tx_pfc_tuser_i[6] input or TX_PFC_CTL[6] bit assertion. After refresh, the
refresh counter will be restarted. Valid when PFC for priority 6 is enabled.

Priority 6 Pause Quanta.

This field defines the pause duration in quanta (each quanta is equivalent to 512-
bit time) for priority 6 when generating a PFC frame. Valid when PFC for priority 6
is enabled.

[15:0] tx_pfc_p6_quanta 16’h7FFF

5.2.5.8. PFC_P7_TM Register

This register contains the pause time for a priority 7 flow control frame and can be configured during run-time. The
new values of the registers will only take effect when tx_pfc_tuser_i[7] or TX_PFC_CTL[7] is re-asserted or still asserted
when quanta counter refreshes.

To ensure the pause time is properly included in the PFC frame, you must wait for at least ten clock cycles to trigger
PFC frame transmission after writing pause time to this register.

Table 5.31. Summary of PFC_P7_TM Registers

Bit Label Description Default

Priority 7 Refresh Period.

This field defines the refresh period in quanta (each quanta is equivalent to 512-
[31:16] tx_pfc_p7_refresh bit time), in which a new PFC XOFF frame will be transmitted again according to 16’h7F00
current tx_pfc_tuser_i[7] input or TX_PFC_CTL[7] bit assertion. After refresh, the
refresh counter will be restarted. Valid when PFC for priority 7 is enabled.

Priority 7 Pause Quanta.

This field defines the pause duration in quanta (each quanta is equivalent to 512-
bit time) for priority 7 when generating a PFC frame. Valid when PFC for priority 7
is enabled.

[15:0] tx_pfc_p7_quanta 16’h7FFF

5.2.5.9. TX_PFC_CTL Register

This register contains the config bits that will trigger XOFF frame transmission when being set. To use these registers,
tx_en bit of MODE register as well as tx_pfc_en and tx_pfc_p[0-7] bit of TX_CTL register must be set first.

Table 5.32. Summary of TX_PFC_CTL Registers

Bit Label Description Default

[31:8] Reserved Reserved bits. 0

Request TX PFC Frame (Priority 7).

Request TX PFC Frame. 1 = send request, 0 = don’t send request. When this bit is set
to ‘1’, a PFC frame will be constructed and transmitted at the next available
transmission slot. Setting TX_PFC_CTL[7] is equivalent to asserting tx_pfc_tuser[7].
Valid when PFC for priority 7 is enabled, where it must only be set at least one clock
cycle after tx_pfc_en and tx_pfc_p7_en bits of TX_CTL register have been set.

[7] tx_p7_pfcreq

Request TX PFC Frame (Priority 6). 0
Request TX PFC Frame. 1 = send request, 0 = don’t send request. When this bit is set
to ‘1’, a PFC frame will be constructed and transmitted at the next available
transmission slot. Setting TX_PFC_CTL[6] is equivalent to asserting tx_pfc_tuser[6].
Valid when PFC for priority 6 is enabled, where it must only be set at least one clock
cycle after tx_pfc_en and tx_pfc_p6_en bits of TX_CTL register have been set.

[6] tx_p6_pfcreq

Request TX PFC Frame (Priority 5). 0
Request TX PFC Frame. 1 = send request, 0 = don’t send request. When this bit is set
to ‘1’, a PFC frame will be constructed and transmitted at the next available
transmission slot. Setting TX_PFC_CTL[5] is equivalent to asserting tx_pfc_tuser[5].

[5] tx_p5_pfcreq
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transmission slot. Setting TX_PFC_CTL[O] is equivalent to asserting tx_pfc_tuser[0].
Valid when PFC for priority 0 is enabled, where it must only be set at least one clock
cycle after tx_pfc_en and tx_pfc_p0_en bits of TX_CTL register have been set.

Bit Label Description Default
Valid when PFC for priority 5 is enabled, where it must only be set at least one clock
cycle after tx_pfc_en and tx_pfc_p5_en bits of TX_CTL register have been set.
Request TX PFC Frame (Priority 4). 0
Request TX PFC Frame. 1 = send request, 0 = don’t send request. When this bit is set
to ‘1’, a PFC frame will be constructed and transmitted at the next available
(4] tx_p4_pfcreq s ) ; . )
transmission slot. Setting TX_PFC_CTL[4] is equivalent to asserting tx_pfc_tuser[4].
Valid when PFC for priority 4 is enabled, where it must only be set at least one clock
cycle after tx_pfc_en and tx_pfc_p4_en bits of TX_CTL register have been set.
Request TX PFC Frame (Priority 3). 0
Request TX PFC Frame. 1 = send request, 0 = don’t send request. When this bit is set
(3] tx_p3_pfcreq to ‘1’, a PFC frame will be constructed and transmitted at the next available
- - transmission slot. Setting TX_PFC_CTL[3] is equivalent to asserting tx_pfc_tuser[3].
Valid when PFC for priority 3 is enabled, where it must only be set at least one clock
cycle after tx_pfc_en and tx_pfc_p3_en bits of TX_CTL register have been set.
Request TX PFC Frame (Priority 2). 0
Request TX PFC Frame. 1 = send request, 0 = don’t send request. When this bit is set
2] tx_p2_pfcreq to ‘1’, a PFC frame will be constructed and transmitted at the next available
- - transmission slot. Setting TX_PFC_CTL[2] is equivalent to asserting tx_pfc_tuser[2].
Valid when PFC for priority 2 is enabled, where it must only be set at least one clock
cycle after tx_pfc_en and tx_pfc_p2_en bits of TX_CTL register have been set.
Request TX PFC Frame (Priority 1). 0
Request TX PFC Frame. 1 = send request, 0 = don’t send request. When this bit is set
1] tx_p1_pfereq to ‘1’, a PFC frame will be constructed and transmitted at the next available
- transmission slot. Setting TX_PFC_CTL[1] is equivalent to asserting tx_pfc_tuser[1].
Valid when PFC for priority 1 is enabled, where it must only be set at least one clock
cycle after tx_pfc_en and tx_pfc_p1l_en bits of TX_CTL register have been set.
Request TX PFC Frame (Priority 0).
Request TX PFC Frame. 1 = send request, 0 = don’t send request. When this bit is set
to ‘1", a PFC frame will be constructed and transmitted at the next available
[0] tx_p0_pfcreq 0

5.2.5.10. PFC_OPCODE Register

This register contains the Priority Flow Control Opcode. This will be compared against the Opcode in the received PFC
frame. This value will also be included in any PFC frame transmitted by the MAC.

Table 5.33. Summary of PFC_OPCODE Registers

Bit Label Description Default
[31:16] Reserved Reserved bits. 0
[15:0] pfc_opcode PFC Opcode 16’h0101
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This section provides detailed descriptions of 25G Ethernet PHY IP core registers.

Table 5.34. Access Types

Access Type Behavior on Read Access Behavior on Write Access

RO Returns register value Ignores write access.

wo Returns O Updates register value.

RW Returns register value Updates register value.

RW1C Returns register value Writing 1’b1 on register bit clears the bit to
1’b0. Writing 1’b0 on register bit is ignored.

Reserved Returns O Ignores write access.

5.3.1. Configuration Registers for PHY
The following table lists the register address map for the 25GbE PHY IP core.

Table 5.35. Register Address Map for PHY

AXl4-Lite Offset

Register Name

Bit Width

Description

0xA000 — OxAOFC

PCS Module Registers 16

Refer to the Lattice Avant-G/X MPPHY
Module User Guide (FPGA-IPUG-02233).

For more information on the address mapping, refer to the PHY Management Block section.
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6. Example Design

The example design is generated along with the 25G Ethernet IP core in the <Component Name>/eval folder. The
example design integrates the 25G Ethernet IP core with the AXI4-Lite and data checker into an Ethernet sub-system.
This section describes how to simulate the example design using the QuestaSim™ Lattice FPGA Edition software as well
as how to download and program the design into the development board.

The 25G Ethernet IP example design allows you to compile, simulate, and test the 25G Ethernet IP on the following
Lattice evaluation board:

e Avant X Versa board

For more information on testing the IP with the evaluation board, refer to the Hardware Testing section.

6.1. Example Design Configuration
Table 6.1. 25G Ethernet IP Configuration Supported by the Example Design

Parameter Settings Value
MAC+PHY Interface 25GMII
Multicast Address Filtering Don’t Care
Statistics Counters Registers Don’t Care
Loopback Mode No Loopback

6.2. Overview of Example Design and Features

The following lists the key features of the example design:

e Ethernet packet generator to generate and compare packets

e Integrated 25G Ethernet MAC with 25G Ethernet PHY and OSC to demonstrate the expected clocking scheme
e Loopback transmitted packet at serial interface

6.3. Example Desigh Components

The 25G Ethernet IP example design includes the following blocks:
e 25G Ethernet IP core

e  AXl4-Lite Module

e  AXI-Stream Packet Generator

e Data checker
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Reference
Clock
156.25 MHz

25G Ethernet IP Core

AXl4-Lite Module i

AXI-Stream Packet | N

25 Gb Ethernet TX MAC A 4 A 4

Generator
Y SN —
25GMII
v_w N——— /|

Data Checker |«

25 Gb BASE-R Ethernet

S PHY <}

/\—I\ Yerial
K 25GMIl ) Interface

25 Gb Ethernet RX MAC

xg_tx_gclk_o
195.3125 MHZ

Figure 6.1. 25G Ethernet IP Example Design Block Diagram

6.3.1. 25G Ethernet IP Core

The 25G Ethernet MAC instantiates the 25G Ethernet IP core based on the configuration value described in Table 6.2. In
the transmit data path, the 25 Gb Ethernet MAC receives packets from AXI-Stream Packet Generator and sends the
packets to the 25G Ethernet PHY. In the receive data path, the 25G Ethernet MAC forwards packets from the 25G
Ethernet PHY core to the Data Checker. The 25GbE MAC is connected to the 25GbE PHY within the 25G Ethernet IP
core through the 25GMII interface. The clock source to the Ethernet MAC is from xg_tx_gclk_o, which is the clock
output from the Ethernet PHY. The 25G Ethernet PHY core block instantiates the MPPHY foundation IP configured as a
1-lane 64b/66b PCS and a management block that supports AXI4-Lite access to PCS and MMD registers. In the transmit
data path, the 25G Ethernet PHY sends packets from 25G Ethernet MAC core to serial interface signals. In the receive
data path, it forwards the received packet at serial interface signals to the 25G Ethernet MAC core. The PHY
implements the physical coding sublayer (PCS) and physical medium attachment (PMA) functionality based on the IEEE
802.3 25GBASE-R specification.

6.3.2. AXI4-Lite Module

The AXI4-Lite Module is the example design component that configures the register of the 25G Ethernet MAC. The
example design component demonstrates the usage of the AXI4-Lite interface of the 25 Gb Ethernet and initializes the
MAC to enable transmit and receive data path. You must modify the registers and the values to match your target
application.

Table 6.2. AXI4-Lite Module Configuration Registers

25G Ethernet MAC Register Address Offset

25G Ethernet MAC Register Name

Configuration Value

0x000 MODE 0x3
0x004 TX_CTL 0x0
0x008 RX_CTL Ox1
0x010 IPG_VAL 0x10
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6.3.3. AXI-Stream Packet Generator

The AXI-Stream Packet Generator generates packets for the AXI-Stream Transmit Interface of the 25G Ethernet MAC.
The contents of the packets are randomized.

6.3.4. Data Checker

The Data Checker monitors the generated packets from the AXI-Stream Packet Generator and compares them with the
packets from the AXI-Stream Receive Interface of the 25G Ethernet MAC core. An error signal is flagged if the packets
are mismatched.

6.4. Generating an Example Design
This section describes how to create a new Radiant project, install the IP, and generate the example design.

6.4.1. Create a New Radiant Project

1. Inthe Radiant software, go to File > New = Project... or click on the New Project icon.

o- - M RQAQAQA ES L. OOENEEB S A0BEARE R
7 Start Page
LATTICE ~
RaTiONL
posigse Welcome Back
Project
Recent Project List
Y 4 i = ‘\@/
y A&l -
New Project Open Project Open Example
Information Center
n h
Getting Started Tutorials User Guides Support Center

Figure 6.2. Start Page of the Radiant Software
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2. Enter the project Name and Location, and click Next.

Project Name
Enter a name for your project and specify a directory where the project data
files will be stored.

Project:

Name: eth25g

Location: | C:flscc/proj hd Browse...
Project will be created at C:/lscc/proj/eth25g Create subdirectory
Implementation:

Name: impl_1

Location: = C:flsccfproj/eth25g/impl_1

< Back Next > Cancel Help

Figure 6.3. Start Page of the Radiant Software

3. Inthe Add Source window, click Next.

New Project

Add Source

Add HDL, constraint or other files.

Source files: Add Source...

Copy source to implementation source directory
Create empty constraint files

< Back Next > Cancel Help

Figure 6.4. Add Source to Project
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4. Inthe Select Device window, select LAV-AT (Avant) family, LAV-AT-X70 device, and LFG1156 package, then click

Next.

MNew Project
Sded Devlce.
Specify a target device for the project.

Select Device: Device Information:

Family: Device: Core Voltage: 0.82V
iCE40UP (iCE40 UltraPlus)  LAV-AT-E70 System LCs: 637000
LAV-AT {Avant) LAV-AT-G70 LUTs: 397440
LFCPNX (CertusPro-NX) LAV-AT-X70 Registers: 397440
LFD2NX (Certus-NX) EBR Blocks: 990
LFMXO5 (MachX05-NX) DORPHY: 3
LIFCL (CrossLink-NX) DSPs: 1800
UT24C (Certus-NX-RT) PLLs: 11
UT24CP (CertusPro-NX-RT) DLLs: 13

PCSs: 7
4 [AJE] PIO Cells: 557

Operating Condition: Package: PIO Pins: 557
Commercial - LFG1156

Performance Grade:

1
Part Number:
LAV-AT-X70-1LFG1156C
Online Data Sheet for Device
< Back Next = Cancel Help

Figure 6.5. Select a Device for the Project

5. Inthe Select Synthesis Tool window, click Next.

New Project

Select Synthesis Tool

Specify a synthesis tool for the implementation.

Synthesis Tools:

{8 Synpify Pro

Lattice LSE

<Back | hext>

Cancel

Help

Figure 6.6. Select a Synthesis Tool
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6. The Project Information window lists the specifications of the new project. Click Finish.

New Praject X

Project Information
The new project will be with the folk Spec

Project:
Project Name: eth25g
Project Location: C:/lscc/proj/eth2sg
Implementation Name: impl_1
Device: LAV-AT-X70-1LFG1156C
Synthesis Tool: Synplify Pro

Finish Cancel Help

Figure 6.7. Project Information

7. The new Radiant project is generated. View the project summary under the Project Summary tab.

Lattice are -(C:scc/ - Reports - B8 X
Fle Edt View Project Tools Window Help
F=e -y olle) joiller Bl | o T Fr -
B8 9 ~ aeaeQ BHE o CeNNERMRELUORBBEGSEBoWM
» B vwoso B oce s Route peson >
Q~ Fatet 2 x 1 st page 2 Reports -
~ [ eth2sg
1 LAV-AT-X70-1LFG1156C Reports Eth25g Project Summary
~ [ Suategies Implementation Name impl_1 1
T An
B _ o Py 2o
T Timing
73 strategyl Part Number LAVAT-XT0-1LFG1156C Synpify Pro
- 2 » I Map Reports
~ (&% impl_1 (Synpitty Pro) Famiy LAV-AT
Input Fles
~ {21 Pre-Synthesis Constraint Files * ] Place & Route Reports LAAEID. A NS
Synpiity Pro LFGNS6 Project Updated 202312/08 16.17.35
+ r
Post-Synthesis Constraint Files » | Export Reports C:fiscolprojleth25gleth25g rdf
Debug Files
Fi Ciscc/proieth25g/impl 1
Script Files » (5 Msc Reports
£ Analysis Files
Programming Files Resource Usage
ma 0 0
PFU Register 0 EBR 0
‘ . >
T DERROR0 J CRITICAO A WARNING:O O INFO:IO ' GroupbyID  sear & x
Unable to display hierarchicaltree due to source fie parsing enTors or Missing SOUrce X
fies
O3 Al tist (] source Tempite [] 1P Catalog [ 7d Console: E ouput 1 Find Resuts 51 Messsge

Figure 6.8. A Radiant Software Project is Created
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6.4.2. IP Installation and Generation
1. Goto IP Catalog = IP on Server tab. Under the Connectivity category, right-click on the 25 Gb Ethernet IP and

select Download to install the IP. Alternatively, you can click on the 0 icon to start the IP installation. If you
already have the 25G Ethernet IP installed, proceed to step 2.

Tatice Radam Software —a—=
e [de View Proct Tock Window bel

o-@-H . 1QQQ ZEE Al 00EDNEERSIO0BEBGRS N
P B osesacag Bl vy Bl ncsrencnn Bl spesie

oM Ca * x 2 St e Rt v 3 oy 2 gt oty yyw—

® on Locw o Server A

25 Gb Ethernet

AHB-LRe  APS AN Steam
s Description
PR —
B Do B seppord by gt o sy This P core allows the implementstion of 3 different IP options, namely "MAC = PHY", "PHY only” snd "MAC only”
W P seve * The 25 Gb Ethernet MAC transmits and receives data between a host processor and an Ethemnet network. Its main function is to ensure that the Media Access ndes specified in the 802.3 IEEE Standards are met.
-»

The Etnemet Media Access Controtiers (MACS) and Physical Layer Devices (PHYS) are connected though 25 Gigabit Media Independent intertace (25GMI). The Physicai Coding Sublayer (PCS) and Physical Medium Attachment
(PMA) functionality in this IP core is implemented Tollowing the IEEE 3023 25G Base-R speaitication

* 10 e com
10 Audke_Videe,_ ot Jmage_receming
© Asoman: Whte Batance For LAV-AT-XTOES device. MAC-only option will be supported.
© Byese P Comener 5
© 52090 Recewer . Devices Supported
© 3205 0P Trmumize
© Color Cemection Matrin
R oo References
© FPO-Lnk Recener
© FPO-Lok Tranumamer .
© Pus 10 Bte Comvaner
© SUtLVOS Image Semace Facemer
© Visen Frame Buster
© o scater
= 17 Comecray
© 10Gb Ethesnes o
© 2360 Eihwmer o
- Lererd B Doumiend & ns
© e
© 56M8 20 Gb Ehemet BCY
@
- Mo
© Advanced O Accolerster
9 comoc
© Cotor Space Comverter
© Ovider
© F7 Compier
© AR e
© Gamma Conucter |

(R —

LAV-AT-X70
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e Temgiste 5] Catolog 173 Tl Comnte. & Oapat =2 Mesiage

Figure 6.9. IP Catalog

Fle Edt View Project Tools Window Help
s@H DC A QrAA Zd ALl DN NEEE S 30BB SRSV

B u Mag Design u Place & Route Design u Dot P

202X S ox Y} Sant Poge Reports -~
1P on Loc 1P on Server v |
B Module/tP on Local
= le Roports Testing Project Summary
b 7 Aschitecture Modules Implementation Name: mpl_1 Performance Grade:
: - — _ o Sreay? P Conde
¥ [ DSP_Arithmetic_Modules
. Part Nusber LAVAAT-X70-1LFG1156C Synthews
» [ Memory Modules » Map Reports
-r Famey LAV-AT Timing Errors.
* [ latticesemi.com By -~
¥ I e odalis »  Place & Route Reports Device: LAV-AT-X70 Project Created
Q MoPHY_stanes 110 Package LFG1158 Projoct Updated
* (7 Connectivity »  Export Reports Project Fie CRestingtestiog raf

© 10Gb Ethermet

Implementation Location: cmm.l‘
© 10Gb Ethernet » [ Misc Reports
B 10 Gb Ethernet MAC
& 10 Gb Ethernet PCS Resource Usage
0 25Gb Ethernet 100 €7 z e =
- \ LUT. 10 Bufters
Q SGMil and Gb Ethernet | L4z_Generate.. -
»
© Tii-speed Ethenat MAC 13 Remove ! > . -
~ g -impl “impl 1% -dev LAV-AT-X70-1LFG115€C -performance “1* -syntheais “aynplify® | » x
s Refresh -
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Figure 6.10. IP Generation

2. Enter Component Name, and click Next.
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Generate Compeonent from IP eth_25g Version 1.0.0
This wizard will guide you through the configuration, generation and instantiation of this ModulefIP. Enter the

following information to get started.
Component name: | eth25q [x ]
Create in: C:/testing ) Browse...
This will automatically create a folder for eth25g inside the C:/testing
Next = Cancel

3. This window allows you to change the IP configuration. You may use the default settings and click Generate.

Figure 6.11. Generate Component
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2] Module/IP Block Wizard

Diagram eth25g

Configure Component from IP eth_25g
Set the following parameters to canfigure this component.

eth25g

HxiaLso
Hrxis_so

—axis_tx_tuser_i

pad_refclkn_i

pad_refclkp_i

pad_rxn_i

pad_rxp_i
—reset_n_i

== r_pfc_tready_i[7:0]

rxmac_cli_i

sysbus_clk_i

tx_pfc_tuser_i[7:0]

txmac_clk_i

AXIS_MHH
INTRH

axis_rx_tuser_oj
pad_txn_o
pad_txp_o
phy_init_done_of
rx_pfc_tuser_o[7:0
rx_staten_o
rx_statvec_o[28:0
tx_staten_o)
x_statvec_o[28:0
xg_pcsrdy_o
xg_rx_gclk o

xg_tx_gclk o

4

eth_25g

User Guide

Configure eth25g:
Property
~ General Configuration
Select IP Option
~ MAC Configuration

Multicast Address Filtering
TX Pause Frame Generation via Ports
~ Statistics Counter Configuration

Statistics Counter Registers

~ PMA Setup-Transmitter Subgroup
TX Amplitude Control [0 - 63]

T Pre Cursor [0-31]
TH Post Cursor [0- 31]

~ PMA Setup-Receiver Subgroup

RX Coupling Mode

RX Loss of Sig port Enable

DFE Enable

~ PHY Configuration
FEC Mode
Fast Simulation Mode
PCSLanelD
Loopback Mode

Mo DRC issues are found.

Value

MAC + PHY

24

=

AC Coupling
=
Enabled

Dizabled

2

No Loopback

< Back Generate Cancel
Figure 6.12. Configure Component
6.4.3. Importing Versa Files to a Project
The 25G Ethernet IP generates two sets of example design files in the eval directory of the IP.
Table 6.3. Comparison of Eval and Versa Example Design Files
Feature Settings Example Design
Eval Versa
Supported variants MAC only MAC + PHY
PHY only
MAC + PHY
Simulation Yes Yes
Run hardware in development board No Yes

The following figure shows the files generated under the Eval directory.
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« v 4 » This PC > Windows (C) > Iscc » proj » avant_25gbe * eth_25g * eth_25g_ip > eval
proj ~ Name - Date modified Type Size
avant_25gbe & dut_insty 5/12/2023 4:10 PM V File 2KB
eth_25g 1 dut_paramsy /1272023 4:10 PM V File 1KB
eth_25g_ip || evaldo 30/11/2023 4:24 AM DO File 2KB
constraints || evalpdc 30/11/2023 4:24 AM PDCFile 2KB
eval L eval_top.sv 30/11/2023 4:24 AM SV File 6 KB
mise E| README.txt 30/11/2023 4:24 AM Text Document 2KB
l L tb top_eval.sv 30/11/2023 4:24 AM SV File 28 KB
tastbench L tb_top_versa.sv 30/11/2023 424 AM SV File 11 KB
[ versa.pdc 30/11/2023 4:24 AM PDC File 3KB
impl_1 l‘_." versa_top.sv 30/11/2023 4:24 AM SV File 24 KB
tsemac
Figure 6.13. File List in the Eval Directory
Table 6.4. Description of Generated Files
Files Description
README.txt Contain instructions to use Eval and Versa example design files of this directory.
dut_inst.v Contain instantiation of IP based on selected configuration of 25G Ethernet IP.
Included by eval_top.sv and versa_top.sv.
dut_params.sv Contain IP parameters based on selected configuration of 25G Ethernet IP.
Included by tb_top_eval.sv and tb_top_versa.sv.
eval.pdc Post-synthesis constraints for Eval example design.
eval.do QuestaSim script to perform simulation for the Eval testbench.
eval_top.sv Top-level design file for the Eval example design.
tb_top_eval.sv Testbench for the Eval example design.
Files supported by Avant devices only: LAV-AT-X30, LAV-AT-X50, LAV-AT-X70 (eval/versa_top/avant_x70_25g)
versa.pdc Post-synthesis constraints for the Versa example design.
versa_top.sv Top-level design file for the Versa example design.
tb_top_versa.sv Testbench for the Versa example design.
debounce.v Debounce module for hardware mechanical input.
osc_ip.v 0OSC module from foundation IP.
psc_apb_w_r.v APB module for register configuration.
pcs_apb_w.v
traffic_genchk.v Traffic generator module to generate random traffic for transmission and perform checking in loopback.
tb_top_versa.do Script to group simulation signals.

To import Versa files to the Radiant software project, follow these steps:

1. Right-click on Input Files, select Add = Existing File..., then add the versa_top.sv file to the Radiant software
project. The top level files can be found in the IP_NAME/eval/versa_top/avant_x70_25g folder.

For Avant X70 Device
Top level file to include in project: versa_top.sv
Simulation for Top level file to include: tb_top_versa.sv

Post-Synthesis Constraint File: versa.pdc
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Set Top-Level Unit
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Figure 6.14. Add the versa_top.sv File into the Radiant Software Project

2. Versa design file: versa_top.sv. The SIM parameter remains unchanged for both modes.
e Continuous mode:
e  CONTINUOUS_TRAFFIC parameter is default to 1.
e Allows you to pause and resume the packet transmission via push button (SW13) in hardware.

For more information on testing the IP with the evaluation board, refer to the Hardware Testing section.

"/ versa_top.sv

module versa_top # (
CONTINUOUS_TRAFFIC =
SIM = 0

1,

Figure 6.15. CONTINUOUS_TRAFFIC parameter for Continuous Mode in versa_top.sv File

L4 Non-continuous mode:

Allows you to change the CONTINUOUS_TRAFFIC parameter to 0.
Allows you to define the number of packets transmitted through the NUM_PKT parameter.

[l versa_top.sv
trafic_genchk #(
.CONTINUOUS_TRAFFIC (CONTINUOUS_TRAFFIC),
MAX_DATA_WIDTH (AXT_DATA_WIDTH) ,
.MASK_DATA ( (AXI_DATA_WIDTH == 128) ? 128'hEF45_
.NUM_PKT|(20)] //29 10_000 ;

_SECA : 64"hEF45_4255_3A4C_SECA ),

default :NUM_PKT //

Figure 6.16. NUM_PKT for Non-Continuous Mode
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3. Right-click on Input Files, select Add - Existing Simulation File..., then add the tb_top_versa.sv file to the Radiant

software project.

fle Edt  View Project

» I pesapb wirl
» 13 eth2sgb_ipi

Jools Window Help

- B : ONO, ( = (#
o- &- B QaQQ =
-3 n Syrithesize Design n Map Design n Place & Route Design n Export Fles
Qv And Toxt 2 x £ St boge Reports & versa_top.sv
v [ eth2sgb -
B LAV-AT-XP0-1LFG1156C Reports Eth25gb Project Summary
v i S‘yo|.9m Impiementation Name:
‘ - _
— Strategy Name
Timing
f . Part Number
_‘J_”__:_ _____ » | Synthesis Reports
* [ limpL1 (Synplifv Pro) Famsy
* [0 Input file =
» Jenee:
v [ eth2s Map Reports
» PRt Open Containing Fokler ! Package
» Regenerate All 1P, ‘ *  Place & Route Reports Project File
» 3 Te Add ’ New File.
Implementation Location
et
“a eth2s Clone Implementaton.
w eth2s Existing File. Resource Usage
* [ Pro-Synth ' Existing Simulation File. LUT4
v TF versa top - versa
13 wvoffic_gench
3/e Sgb.rdf"

Select Synthesis Tool.
Set Top-Level Unit_

Properties

[t bt S (Crobasoh oo eSO epors =
fL0eDNEERRES3O00RE S B 1

2 verso.pdc (5 th_ton_versa.ov
impl_1 Performance Grade
Strategy1 Operating Concition:
LAV-AT-X70-1LFG1156C Synthesis:
LAV-AT Timing Ertors
LAV-AT-XT0 Project Creatod
LFG1158 Project Upcated

Crieth25gb_240223eth25gb.rof

Cileth25gh_2402234mpl_1

Figure 6.17. Add the tb_top_versa.sv File into the Radiant Software Project

4. Versa testbench: tb_versa_top.sv. The SIM parameter remains unchanged for both modes.
e  Continuous mode: CONTINUOUS_TRAFFIC parameter is default to 1.

'/ tb_top_versa.sv X

module tb_top_versa();
23 parameter |[CONTINUOUS_TRAFFIC

parameter SIM

Figure 6.18. CONTINUOUS_TRAFFIC Parameter for Continuous Mode in the tb_versa_top.sv File
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e Non- continuous mode: Allows you to change the CONTINUOUS_TRAFFIC parameter to 0.

'/ tb_top_versa.sv

module tb_top_versa();
parameter [CONTINUOUS_TRAFFIC = 0;

parameter SIM = 1;

Figure 6.19. CONTINUOUS_TRAFFIC Parameter for Non-Continuous Mode in the tb_versa_top.sv File

5. Right-click on Post-Synthesis Constraint Files, select Add = Existing File..., then add the versa.pdc file to the
Radiant software project.

File Edit VYiew Project Jools \Window Help
@B 9C QQAQQA ED AL COFINERB5ICARG R

» u Synthesize Design u Map Design u Place & Route Design u Export Fles

Qv Find Text D x 7Y St Poge . Reports i vorsn_top. sy £ versa.pdc # th_top_versasv
» (7 Constraint Files =
» [ Testbench Files Reports Eth25gb Project Summary
eth25gb _ip.clg mplementation Name: mpl_1 Performance Geade
me €th25gb ip/evalth _top versa.sv
v 7 Pre-Synthesis Constraint Files » (3 Synthesis Reports Part Number LAV-AT-XT0-1LFG1156C Synthess
Synpldy Pro Famity LAV-AT Timing Errors.
v [ |Post-Synthesis Constraint files! e =
Map Reports Device LAV-AT-X roject Created
eth25gb ip/eval/versa.pdc
) Debug Files Package LFG1156 Project Updated
v Script Files Place & Route Reports Project File Cleth25gb_24022Neth25gb rof
o versa_simjversa_sim.spl Regenerate All 1P |
Analysis Files Add > New File. Implementanon Location Cilem25g0_240223mpl_1
* 7 Programming Files
.. source/impl 1.xcf Resource Usage
— Existing File... uTd 0 10 Bufers
v EF versd top - versy topsv » Existing Simulation File
£3 traffic_genchikiu_traffic_genchk) - ve
rdf"”

» TF pes_apb_w_rlu mpes_apb 0) - versa } 24
» 5 eth25gb_iplu_eth2Sgb_ip) - eth2Sgt

Figure 6.20. Add the versa.pdc File into the Radiant Software Project

6. Remember to turn off GSR instantiation in the versa_top.sv file before compilation as this may cause the board to
force reset. You may skip this step if the GSR has been removed from the design.

'@' Start Page Q Reports Dj’ versa_top.sv ¥

42 r FFGERE GER_INST (.GS5R Mireset nm ill; //RBwant GSR

Figure 6.21. Turn Off GSR in the versa_top.sv File

7. The device must be set to Performance Grade 3 and Package of LFG1156 for versa project.
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Device Selector (on Idc-farm36) ~A X
Select Device: Device Information:
Family: Device: Core Voltage: 0.82V
ICEAQUP (iCE40 UltraPlus)  LAV-AT-E30 System LCs: 637000
LAV-AT (Avant) LAV-AT-E70 LUTs: 397440
LFCPNX (CertusPro-NX) LAV-AT-E70B i
LFD2NX (Certus-NX) LAV-AT-ETOES1 BEgiStens A
LFMXO05 (MachX05-NX) LAV-AT-G70 EBR Blocks: 990
LIFCL (CrossLink-NX) LAV-AT-G70ES
UT24C (Certus-NX-RT) LAV-ATXT0 CURREN 2
UT24CP (CertusPro-NX-...  LAV-AT-X70ES DSPs: 1800
PLLs: 11
DLLs: 13
PCSs: 7
PIO Cells: 558
1 P L3 PIO Pins: 558
Operating Condition: Package:
Commercial ~ | LFG1156 -
Performance Grade:
3 A
Part Number:
LAV-AT-X70-3LFG1156C -
Online Data Sheet for Device
oK Cancel Help

Figure 6.22. Select the Device According to the IP Version

8. Thetb_top_versa.sv must be included for simulation only so that the versa_top.sv is set automatically as the
top-level file for the versa project.

. macphy_basic/eval/tb_top_versa.sv

Package

7,) macphy_basic/eval/versa_top.sv Open

Pre-Synthesis Constraint Files Open With... Project File:

Post-Synthesis Constraint Files Regenerate All IPs...

. Implementatior

Debug Files » Jrce Usage

Script Files

Analysis Files Resource U¢

Programming Files g Analysis

3

a-t(.jp B uersa_top.sv. Exclude from Implementation ICAL: 2 WARNING: 967 0l
affic_genchk(u_traffic_genchk) - versa_top.sv Remove fo)

ics_apb_w_r{u_mpcs_apb_0) - versa_top.sv
-apb_w_r(u_mpcs_apb_0) -top Select Synthesis Toal...

Set Top-Level Unit...

sc_ip(u_OSC) - versa_top.sv hlim/my_designs/ultilization_projec

hacphy_basic(u_macphy_basic) - macphy_basic

Set Reference Design... ‘hlim/my_designs/ultilization_projec
Include for 3 Synthesis and Simulation
Properties Synthesis

© 2043018 INFO - jhome *  SMulation

Figure 6.23. Set the th_top_versa.sv to be include for Simulation Only

9. The Versa project preparation is completed.
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6.5. Example Design Simulation

This section describes the example design testbench simulation flow, how to create a simulation project, and run the
simulation.

6.5.1. 25G Ethernet IP Example Design Testbench Simulation Flow

The following figure shows the testbench simulation flow. When the simulation starts, the testbench waits for 25G
Ethernet PHY link up. The AXI4-Lite Module configures the 25G Ethernet MAC to enable transmit and receive data
paths. After that, the AXI-Stream Packet Generator and Loopback generates the packets at the serial interface. Based
on the result of the content comparison between the transmitted and loopback packets, the simulation status—
PASSED or FAILED—is displayed.

Configuration of 25G
Ethernet IP Core

'

Waiting for 25G Ethernet
PHY Link Up

v

Waiting for 25G Ethernet
MAC Link Up

v

Waiting for 25G Ethernet
MAC Link Up

v

Transmit Packets and
Loopback

;

Display Status of
Packets Data Checking

End

Figure 6.24. 25G Ethernet IP Example Design Testbench Flowchart
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6.5.2. Create a Simulation Project

1. Go to menu Tools = Simulation Wizard or click on @ icon to launch the Simulation Wizard GUI.

2. Enter Project name, and click Next.

3. Click Next.

Simulation Wizard (on ldc-farm37) s
Simulator Project Mame and Stage

Enter name and directory for your simulation project. Choose simulator and the process
stage you wish to simulate. Available stages are automatically displayed

Project

Project name: VEFsa_Sim

Project location:  homeleth_259 Browse,

Simulator
& QuestaSim

QuestaSim Qrun

B jnvoke

Process Stage
® RTL

Post-Synthesis

= Back Hext = Cancel

Figure 6.25. Create a Simulation Project

Simulation Wizard (on ldc-farm04) -~

Add and Reorder Source
Add HDL type source files and place test bench files under the design files.

Source Files: o lo 3 -+

/home/hlim/my_designs/eth 25g ED_project/eth_25g_ed/rtl'eth 259 ed.sv
/home/hlim/my_designs/eth_25g_ED_project/eth_25g_ed/eval/tb_top_versa.sv
/home/hlim/my_designs/eth_25g_ED_project/eth_25g_ed/eval/versa_top.sv

Automatically set simulation compilation file order.

Uncheck this if you want to follow the file order from "Input Files" on File List.

< Back Next > Cancel

Figure 6.26. Include Source Files
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4. Click Next.

Simulation Wizard (on Idc-farm04) A X

Parse HDL files for simulation
Parse HDL files for simulation.

Simulation top parsing finished.

(VHDL-1481) o
-- Analyzing VHDL file /homefrel/ng2024_2b.latestpassing//rtf/ispfpga/vhdl_packages/synattr.vhd

-- Analyzing Verilog file 'home/rel/ng2024_2b.latestpassing/rtf/cae_library/synthesis/verilog/lav-atx.v'
(VERI-1482)

-- Analyzing VHDL file ''home/rel/ng2024 2b.latestpassing/rtf/cae_library/synthesis/vhdl/lav-atx.vhd'
(VHDL-1481)

-- Analyzing VHDL file /homefrel/ng2024_2b.latestpassing/rtf/cae_library/synthesis/vhdl/lav-atx.vhd
-- Analyzing Verilog file 'home/hlim/my_designs/eth_25g_ED_project/eth_25g_ed/rtl/eth_25g_ed.sv'
(VERI-1482)

-- Analyzing Verilog file Yhome/hlim/my_designs/eth_25g_ED project/eth_25g_ed/eval/
tb_top_versa.sv' (VERI-1482)

-- Analyzing Verilog file Yhome/hlim/my_designs/eth_25g_ED_project/eth_25g_ed/evaliversa_top.sv'
(VERI-1482)

Hdl files parsing messages are saved at: /home/hlim/my_designs/eth_25g_ED_project/test/
hdlparser.log

Simulation Top Module: tb_top_versa v

< Back Next > Cancel

Figure 6.27. Set tb_top_versa as Top Module

5. Change the settings according to the following figure and click Finish to run the QuestaSim Lattice-Edition software.

Simulation Wizard (on Idc-farm04) ~ X

Summary

Simulator : QuestaSim Qrun

Project Name : test

Project Location : /home/hlim/my_designs/eth_25g_ED_project

Simulation Stage : RTL

Simulation Files :
/home/hlim/my_designs/eth_25g_ED_project/eth_25g_ed/rtl/leth_25g_ed.sv
/home/hlim/my_designs/eth_25g_ED_project/eth_25g_ed/eval/tb_top_versa.sv
/home/hlim/my_designs/eth_25g ED_project/eth 259 ed/eval/versa top.sv

Simulation Libraries :
pmi_work

[ Launch Simulator GUI
u Design Optimization - Full Debug u Add top-level signals to waveform display

Run simulation

Default Run 100.000 'ns =~ (0 means 'run -all’)

Simulator Resolution | default ~

< Back Finish Cancel

Figure 6.28. Change the Time Setting for Default Run
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6.5.3. Running the Simulation

1. After you have launched the QuestaSim Lattice-Edition software and executed the simulation script setup through
the Simulation Wizard, enter log -r /* and radix hexin the Transcript window.
The log -r /* command allows all signals in the design to be captured so that these signals can be pulled out to
the waveform window later.
The radix hex command changes the default radix of the signals from binary to hex format. This enables you to
view the content of the Ethernet frames.

2. Enter run -all to continue running the simulation until the end.

Questa Lattice OEM Edition-54 2024,2

|
Fe Edt Vew Congle Smide Adl Tanscipt Tods Layost Bookmarks Winiow Hep

N o.M |w R STERN
B tes B el LEEAC RG] tAT LAt u
‘ CoumnLayout [AT1CG1UmnS JH 6. 6. 5 @qu B J &g" W

7[Now: 1ps et 1

‘ ; ‘ Dew e e | oseann v B o
&) sm-Defait — = 4 O x| | §0 Objects — i + o X|
| Instance [)esu:—‘- ¥Name 1€ @ron| 3| 0 [
Sdtblpwss i 1
- ekl iy
b kIl o
oM ekl iy
2 gebkI[12] b to
oM Ebkll] iy
oo kIl oty
bl bkl o d
T I Y S —
oM kI D0 | cesses hcte) i # o] X
_f} i gebik1[f] 1 tog ﬂ Name Type (it
bl gebkl[3] 1 to]
ool gkl iy
&8 gendikLfy 1 o]
ool gerklld iy
Ml gertikI[]] th o) th top versa/xgmi
;} M enbikl[0] b fof ith tr
-4 GSRINST  GSR |J
El_] >
- [ Uoay » Emm:ﬂﬂlfﬂ ¥
VSIM 6> log -r /*
VSIM 7> radix hex
# hexadecimal
VSIM 8> run -all
[s'ln:mz_tqz_vasa

Figure 6.29. Execute Simulation Script
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SEMICONDUCTOR

6.5.3.1. Continuous Mode

The following figure shows the simulation output for continuous mode with a PASSED status.
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Figure 6.30. Example Design Simulation Output for Continuous Mode
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The following waveform shows an example of a simulation result for continuous mode.

Figure 6.31. Example Design Simulation Waveform for Continuous Mode

6.5.3.2. Non-Continuous Mode

1. The Transcript window displays the testbench parameters.

2. Ethernet frame transmission takes place when the PCS is ready.

3. The Transcript window displays the expected frame content along with the comparison result.
4. The simulation ends when all transactions are completed.

5.

The Transcript window shows a passing status of the simulation if there are no mismatch in the frame content.
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Figure 6.32. Example Design Simulation Output for Non-Continuous Mode
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6. From the waveform of the added 25G Ethernet IP signals, you can observe the following:

e [P initialization using AXlI4-Lite interface.

e 20 Ethernet frames are transmitted and received in both the TX and RX data paths.

[i_top_versa/th_error_wgmi_w
[tb_top_versajstart_patgen |
[o_top_versajreset_n_i_pad
[eb_top_versajsysbus ok i

f_top_versafowd_refdin i

[ _top_versajy_versa_topfaxdl_araddr §
[ _top_versafiu_versa_top/fadl_arprot_|
4 fth_top_versajuu_versa_topfméd_ameady o
Job_top_versajs_versa_top faddl_arvald i
[t _top_versajus_versa_top{a_awaddr |
[ _top_versaju_versa_topdd_swprot |

f_top_versafs_versa_top/medl_swready_o

Job_top_versaju_versa_topfaxd_svevald |
[ _top_versaj_versa_top/a4l_bready §
[b_top_versaju_versa_topfndd_bresp_o
[ _top_versaju_versa_tonuddl bvakd o

versafu_versa_topfasd_rdata_o

M_top_versajs_versa_topaéd_wready_o
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b _top_versajvire_ais_rx_data
[b_top_versajwire_axis_tx_keep
[fi_top_versafwire_mds_rx_keep

Figure 6.33. Example Design Simulation Waveform for Non-Continuous Mode

6.6. Hardware Testing
The 25G Ethernet IP is hardware tested on the Avant X versa boards.
The following steps demonstrate how to set up the board for hardware testing:
1. Set up the board as shown in the following figure.
Ensure the input power is 12 V.

2. Connect the JP17 jumper to enable the board to operate in 25 Gb.

Connect to USB Programming

@ e e €

S

SFP28 Cage JP17 Jumper

Figure 6.34. Avant-X Board Setup

12 V Power Input

7-Segment LED Push Button
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3. The 25 Gb SFP28 optical module and optical loopback module and the connection to the Avant-X Versa board SFP1
are shown in the following figure.

Figure 6.35. Loopback Module Setup

4. Click on the Run button shown in the following figure to compile the design until it generates the bitstream file.

’ Synthesize Design l Map Design ‘ Place & Route Design l Export Files ‘

Figure 6.36. Successful Design Compilation

Launch the Radiant Programmer via menu Tools=> Programmer or click on the Radiant Programmer icon ﬂ .
Click on the Detect Cable button.

Select the correct cable associated with the Avant-X Versa board. The number of cables shown in your environment
setup may be different.

8. Select the correct bitstream file that is generated from the 25G Ethernet project in step 5.

9. Click on the programming icon “ . The software displays the programming status.
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£3 Programmer: Multiple Cables Detected ? X

Select Cable:

2 Cable 1: USB2
2 FTUSB-0 (Dual RS232-HS A Location 0000)
*< FTUSB-1 (Dual RS232-HS B Location 0001)

core

Figure 6.37. Cable Selection for Avant-AT-X Device

File Ed View Run Tools Help

apd s ece elle v s

Enable Status Device Family Device Operaticn File Name Cable Setup g X
1 - LAV-AT LAV-AT-X70 Fast Configuration | C:/eth25gb_240223/impl_1/eth25gb_impl_1.bit Cable Settings “
Detect Cable
Cable: HW-USBN-2B (FTC
Port: FTUSB-1
< >
Custom port:

Programming Speed Settings
® Use default Clock Divider

) Use custom Clock Divider i

< >
Output 5 x
INFO <85021074> - Check configuration setup: Start. |

INFO <85021077> - Check configuration setup: Successful (Ignored JTAG Connection Checking).
INFO <85021278> - Devicel LAV-AT-X70: Fast Configuration

INFO <85021298> - Operation Done. No errors.

INFO <85021371> - Elapsed time: 00 min : 16 sec

INFO <85021373> - Operation: successful.

Output Tdl Conscle
Ready

Figure 6.38. Programmer GUI

10. After the programming stage, press the pushbutton SW12 to trigger a forced reset even though the example design
will automatically trigger a reset.

11. After the design has linked up, toggle DIP_SW_1 to start Ethernet frames generation and transmission. The
Ethernet frames loopback via the connected SFP with the optical loopback module and the traffic generator
receives and compares the frames.

12. You can pause and resume the Ethernet frames transmission by pressing the pushbutton SW13*. The 7-segment
LED glows according to the following diagram, which indicates that the hardware has been successfully set up and
received a passing status.
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Figure 6.39. Passing Scenario on Avant-AT-X Device

* Note: Applicable if continuous mode is enabled (CONTINUOUS_TRAFFIC=1).

13. In the failing scenario due to various reasons (for example, link is not stable, loopback module is not connected,
and so on), the 7-segment LED glows according to the following diagram. Check the connectivity, re-flash the
bitstream, or power cycle to resolve it.

Figure 6.40. Failing Scenario on Avant-AT-X Device
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14. The following diagram shows the various LED segments and the description for each segments are described in the

following table.

(2}
>

DIG 3

Figure 6.41. LED 7-Segment

®

Table 6.5. LED 7-Segment Description

Segment Description

A Traffic generator ended, or frames transmission paused*.
B Reset (push button) deasserted.

C 25G Ethernet IP initialization is done.

D 25G Ethernet IP PCS is ready.

E Frames transmitting or traffic generator ended.

F Frames receiving or traffic generator ended.

G Loopback patterns comparison fails.

* Note: For default continuous mode and if the SW13 is pressed, Segment A of the 7-segment LED indicates that the frames
transmission is paused. For non-continuous mode, Segment A of the 7-segment LED indicates that the traffic generator has ended.

© 2025 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice

FPGA-IPUG-02249-1.5

100


http://www.latticesemi.com/legal

= LATTICE

7. Designing with the IP

This section describes how to generate the IP core using the Lattice Radiant software and how to run simulation and
synthesis. For more details on the Lattice Radiant software, refer to the Lattice Radiant Software User Guide and
relevant Lattice tutorials.

Note: The screenshots provided are for reference only. Details may vary depending on the version of the IP or software
being used. If there have been no significant changes to the GUI, a screenshot may reflect an earlier version of the IP.

7.1. Generating and Instantiating the IP

You can use the Lattice Radiant software to generate IP modules and integrate them into the device’s architecture. The
following steps describe how to generate the 25G Ethernet IP core in the Lattice Radiant software:

1. Create a new Lattice Radiant software project or open an existing project.

2. Inthe IP Catalog tab, double-click 25 Gb Ethernet under IP, Connectivity category. The Module/IP Block Wizard
opens as shown in the following figure. Enter values in the Component name and the Create in fields and click
Next.

Module/IP Block Wizard (on Idc-farm37) A X

Generate Component from IP eth_25g Version 2.0.0

This wizard will guide you through the configuration, generation and instantiation of this Module/IR.
Enter the following information to get started.

Component name:  eth_25g_ip|

Create in: Browse...

Next > Cancel

Figure 7.1. Module/IP Block Wizard
3. Inthe next Module/IP Block Wizard window, customize the selected 25G Ethernet IP core using the drop-down

lists and check boxes. Figure 7.2 shows a configuration example of the 25G Ethernet IP core. For details on the
configuration options, refer to the relevant IP Parameter Description section.
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4.

2] ModuledIP Block Wizard

Configure Component from [P cth_25g
Set the following parsmisters to configure this component.

Diageam ethdSg

eth25g

[Hxi4L so
Ems_so

axis_tx_tuser i
pad_refclkn_i
pad_refclkp_i
pad_rxn_i
pad_rxp_i

reset_n_i
rx_pfc_tready i[7:0]
sysbus_clk_i
tx_pfc_tuser_i[7:0]

ms_mqﬂ-—
INTRA|—

axis_r_tuser_oj—
pad_txn_o—
pad_txp_o—
phy_init_done_o—
re_pfe_tuser_o[7:0 )=
rx_staten_o—
r_statvec_o[28:0]m=
ti_staten_oj—
ti_statvec_o[28:0] m=
xg_pcsrdy_of—
xg_rx_gelk_of—
xg_tx_gelk_oj—

eth_25g

User Guide

Canfigure sthlig:

Property Walue

Select [P Opticn

Pulticast Addeess Filtening
TH Pause Frame Generation wia Ports

Statistics Counter Registers

TH Amplitude Control [0- 83 2
TX Pre Curser [D-31] L
T Post Cursee [0- 31] 0
TPMASempRecsverSwbgrs
R Coupling Mode AC Coupling
R Loss of Sig port Enable -]
DFE Ensble Enabled

FEC Miode Disabled

Fast Simulstion Mode

PCS Lane ID AUTO

Locpback Mode Mo Loopback
Mo DRC issues ane found.

Click Generate.

Figure 7.3.

Figure 7.2. Configure the User Interface of 25G Ethernet IP Core

The Check Generated Result dialog box opens with design block messages and results as shown in
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Check Generated Result

Module/IP Block Wizard (on ldc-farm37)

Check the generated component results in the panel below. Uncheck option 'Insert to project’ if you do not want to add this component to your

design.

Component 'test’ is successfully generated.
IP: eth_25g Version: 2.0.0

Vendor: latticesemi.com

Language: Verilog

Generated files:

IP-XACT_component: component.xml
IP-XACT_design: design.xml
black_box_verilog: rtiftest_bb.v

cfg: test.cfy

dependency _file: eval/dut_inst.v
dependency_file: eval/dut_params.v
IP package file: test.ipx
template_verilog: misc/test_tmpl.v
dependency_file: testbench/dut_inst.v
dependency _file: testbench/dut_params.v
timing_censtraints: constraints/test.ldc
template_vhdl: misc/test_tmpl.vhd
top_level_system_verilog: rtl/test.sv

2 insert to project

< Back

Finish

Figure 7.3. Check Generated Result

5. Click Finish. All the generated files are placed under the directory paths in the Create in and the Component name
fields, as shown in Figure 7.1.

6. You can synthesize your generated design by clicking on Synthesize Design located in the top-left corner of the

screen, as shown in Figure 7.4.

. Lattice Radiant Software - Reports

File Edit View Project

@A -

Tools W

v i

| 2 u Synthesize Design

Figure 7.4. Synthesizing Design
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7.1.1. Generated Files and File Structure

The generated 25G Ethernet IP core package includes the closed box (<Instance Name>_bb.v). An RTL example of the
top-level reference source file (<Instance Name>.v) that can be used as an instantiation template for the IP core is also
provided. You may also use this example as the starting template for your top-level design.

Table 7.1. Generated File List

Generated File Description

<Instance Name>.ipx This file contains the information on the files associated with the generated IP.

<Instance Name>.cfg This file contains the parameter values used in IP configuration.

component.xml This file contains the ipxact:component information of the IP.

design.xml| This file documents the configuration parameters of the IP in IP-XACT 2014 format.

rtl/<Instance Name>.v

This file provides an RTL example of the top-level source file that instantiates the IP core.

rtl/<Instance Name>_bb.v

This file provides the synthesis closed-box.

eval/README.txt

This file contains instructions to use Eval and Versa example design files of this directory.

eval/eval.do

This file is used to execute sub-system (Generated <Instance Name>.v with 25Gb PCS IP
sample design) simulation. Only applicable for the MAC + PHY option.

eval/dut_inst.v

This file contains instantiation of IP based on selected configuration of the 25G Ethernet

IP.
Included by eval_top.sv and versa_top.sv.

This file contains IP parameters based on selected configuration of the 25G Ethernet IP.
Included by tb_top_eval.sv and tb_top_versa.sv.

eval/dut_params.sv

eval/eval.pdc Post-synthesis constraints for Eval example design.

eval/eval_top.sv Top-level design file for the Eval example design.

eval/th_top_eval.sv Testbench for the Eval example design.

eval/tb_top_versa.sv Testbench for the Versa example design.

eval/versa.pdc Post-synthesis constraints for the Versa example design.

eval/versa_top.sv Top-level design file for the Versa example design.

testbench/th_top.v

Top testbench to run loopback test of the generated <Instance Name>.v file.

7.2. Design Implementation

Completing your design includes additional steps to specify analog properties, pin assignments, and timing and physical
constraints. You can add and edit the constraints using the Device Constraint Editor or by manually creating a PDC file.

Post-Synthesis constraint files (.pdc) contain both timing and non-timing constraint.pdc source files for storing logical
timing/physical constraints. Constraints that are added using the Device Constraint Editor are saved to the active .pdc
file. The active post-synthesis design constraint file is then used as input for post-synthesis processes.

For more information on how to create or edit constraints and how to use the Device Constraint Editor, refer to the
relevant sections in the Lattice Radiant Software User Guide.

7.3. Timing Constraints

The timing constraints are based on the clock frequency used. The timing constraints for the IP are defined in relevant
constraint files. The following example shows the IP timing constraints generated for the 25G Ethernet IP core.

The content of the file should be used as reference to constrain the IP only, you must modify the constraints according
to system level implementation. For example, the default clock period of sysbus_clk_iis 50 ns (20 MHz), if this clock is
driven by 25 MHz clock in your project, the clock period of the constraint must be changed to 40 ns.

You may include the following clock constraints in your design per IP options configuration. Note that port names of
these constraints might need to be modified according to RTL port declaration. Alternatively, you can find the following
IP options based on constraints at the following path <IP gen path>/constraints/<IP gen name>.ldc.
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7.3.1. create_clock Constraints for MAC Only Option

##Management module clock

create_clock -name {sysbus_clk} -period 8 [get_ports sysbus clk_i]
##RX MAC clock

create_clock -name {rxmac_clk} -period 5.12 [get_ports rxmac_clk_i]
##TX MAC clock

create_clock -name {txmac_clk} -period 5.12 [get_ports txmac_clk_i]

7.3.2. create_clock Constraints for MAC + PHY Option

##Management module clock

create_clock -name {sysbus_clk} -period 8 [get_ports sysbus clk i]
##RX MAC clock

create_clock -name {rxmac_clk} -period 5.12 [get_ports rxmac_clk_i]
#H#TX MAC clock

create_clock -name {txmac_clk} -period 5.12 [get_ports txmac_clk_i]

= LATTICE

create_clock -name {pad_refclkn_i} -period 6.4 [get_ports pad_refclkn_i]
create_clock -name {pad_refclkp_i} -period 6.4 [get_ports pad_refclkp_i]

create_clock -name {xgmii_clk} -period 5.12 [get_nets xg_tx_gclk_o]
create_clock -name {mpprx_clk} -period 5.12 [get_nets xg_rx_gclk_o]

7.3.3. create_clock Constraints for PHY Only Option

##Management module clock

create_clock -name {sysbus_clk} -period 8 [get_ports sysbus _clk_i]
##RX MAC clock

create_clock -name {rxmac_clk} -period 5.12 [get_ports xg rx_clk_i]
##TX MAC clock

create_clock -name {txmac_clk} -period 5.12 [get_ports xg tx clk_ i]

create_clock -name {pad_refclkn_i} -period 6.4 [get_ports pad_refclkn_i]
create_clock -name {pad_refclkp i} -period 6.4 [get_ports pad_refclkp i]

create_clock -name {xgmii_clk} -period 5.12 [get_nets xg_tx_gclk o]
create_clock -name {mpprx_clk} -period 5.12 [get_nets xg_rx_gclk o]

7.4. Specifying the Strategy

The Radiant software provides two predefined strategies—Area and Timing. It also enables you to create customized
strategies. For details on how to create a new strategy, refer to the Strategies section of the Lattice Radiant Software

User Guide.
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7.5. Running Functional Simulation

You can run functional simulation after the IP is generated.

Note: To run the standalone QuestaSim simulator, the FOUNDRY environment variable must be set as follow:

set ::env(FOUNDRY) <Radiant install path>/ispfpga

To run the functional simulation, follow these steps:

1. Click the @ icon located on the Toolbar to initiate the Simulation Wizard.

Simulator Project Name and Stage

Project

Project name: versa_sim

Project location:  /home/eth_25g

Simulator
@ QuestaSim

QuestaSim Qrun
1 Invoke

Process Stage
@ RTL

Post-Synthesis

Simulation Wizard (on ldc-farm37)

< Back

Enter name and directory for your simulation project. Choose simulator and the process
stage you wish to simulate. Available stages are automatically displayed.

Browse...

Next =

Cancel

Figure 7.5. Simulation Wizard

2. Click Next to open the Add and Reorder Source window.

Add and Reorder Source

Source Files:

Simulation Wizard (on ldc-farm37)

/home/hlim/my_designs/check_propel/test/rtijtest.sv
fhome/hlim/my_designs/check_propel/test/testbench/defines.v
/home/hlim/my_designs/check_propel/testjtestbench/tb_25gmii_mst.sv
Jhome/hlim/my_designs/check_propel/test/testbench/tb_axi4l_drv.v
fhome/hlim/my_designs/check_propel/test/testbench/tb_axis_mst.v
/home/hlim/my_designs/check_propel/test/testbench/tb_data_checker.v
Jhome/hlim/my_designs/check_propel/test/testbench/tb_mem.v
fhome/hlim/my_designs/check_propel/test/testbench/tb_top.sv

1 Automatically set simulation compilation file order.

Add HDL type source files and place test bench files under the design files.

Uncheck this if you want to follow the file order from "Input Files" on File List.

< Back Next >

Cancel

Figure 7.6. Add and Reorder Source
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3.
4.

Click Finish to run the simulation.

Click Next. The Summary window displays.

Note: It is necessary to follow the procedure above until it is fully automated in the Lattice Radiant Software Suite.

The following figure shows an example of the simulation result.

= Questa Lattice OEM Edition-64 2024.2
Fie Edt View Comple Simuiste Add Wave Tools Layout Bookmarks Window Help
|8z & ybRD [Hewpﬁmu@f? A% | wE-tes B OoslABBES RUTE | AT g
EXTT QHI—I—TFJw J!__qlﬁﬂJg B & oA LL F T3 €3 swmn[ vEme aQALAR |II
Elsim-Defauit ———zi—— + ) J J 2 J m Wawe - Defaiit
| Instance
& FASSIGNFL
Ith_topicore ck
@ #ASSIGNK222 m]_t‘y o
& #ASSIGNE4 ) toplmac
) #ASSIGNEZS i L
) $ALWAYS#2% th_toplexp_mstr
o BALWAYSH23 It topiexp_siv
@ HASSIGNERA th_toplexp valid
P HASSIGNEZS0 b, toplexp_ data
) #ASSIGN#ZL Jth, toplobs_ mstr
) #ASSIGN#2S b, toplobs_sh
- [opVobs_\:
& #ASSIGN#ZS4 th_toplobs_vaiid
@ HASSIGNEISS Ith, toplobs_ deta
o HASSIGNEZS Ith_top/auidl_exp_mstr
P HASSIGNKZSE th topiaidl exp siv
) #ASSIGNIZ 1t topl i, vl
) #ASSIGN#26L
) #ASSIGN#2E2
@ HASSIGNKIS
P HASSIGNKS A
P HASSIGNESS
) #ASSIGNH2ST | Contais: | K5, ©k Ca) CE | xrne |8
) #ASSIGN#26Y
jdASS\GN#Z?O 2 Provssses (Actv) s + ) x|/ | gg wave - [Th] W iopsy
D £ASSIGNAZTL ¥| Name: | Type (itered) [state  Jor[5 3 Trnsere .
P #ASSIGNET2 & ANITIALE2ES Inital Acve 1 % Data matched: exp - bocfa8799c6de6364£7559echb5E46d, obs — boofaB799c6de6364E 755 906b5E48d
@ HASSIGNEZTS -+ # Data matched: 35a0c96b0IEE4113652345ca6464e3c8, obs = 35a0c96bO9EE113652345ca6464e3cE
D $ASSIGNETTS 5 # Data matched: 6216abcd5d059dbasbibddbée3blaec?, obs = 6216abcd5d059dbasbbddobebTaccT
D #SSICNETE 2 # Data matched: £bb3b7fda269abid92£d3925¢8295b9, obs = 3fbb3b7ida269ab4d92£d39250829509
Y 4 Data matched: exp = 19452132£92794£27d6df5fac3339086, obs = 19452132£92794£27d6df5£ac3339086
-l #ASSIGNHZTE 4 Data matched: 6543cfcaf249adedd2dfedsddeceSebd, obs = 6543cfcaf24dadedd2dfodsddecesebd
D #ASSIGNSZTY + # Data matched: = £d8barbi765a98ed095aBal54aB79a9, obs = fd8b6arbi765a98ed095asal54a879a9
ePULLUPE2EL -+ # Data matched: 1b60e53664cE3dcIET8290e£85e51e0b, obs = 1b60e33664c83dcoE78290ef85e51e0b
" ]
@ ANTIALZE 5 # Data matched: 4465¢78835cdbE6bCTe85685babl4875, obs = 4465e78835cdbE6bcTe85685babl4875
@ FLwAYSHD 2 # Data matched: 1444d£28493e45924d13819bd73fbdae, obs = 1444df28493e45924d£3819bdT3fhdae
Y 4 Data matched: 8£1c£61eel69b0c225b75£4b9684e02d, obs = Bflcf6leel§9b0c225b75£4b9684e02d
) BALWAYS#403 41 7508500000]: [Normal ]---[tb_top]--- +
@ HALWAYSH405 < # 1 7908500000] : [Normal
D HALWAYSHN -+ 1 7908500000] : [Hormal X
@ SALIAYSH4) 5 N 7908500000] : [Normal [tb top]--- *##kktkkskk DATA TRANSACTION PASSED ##hbthiskkis
o 2 41 7908500000]: [Normal ]---[tb top]--- +
el @ pkg 2 4 [ 7908500000]: [Normal ]---[tb_top]--- +
2.8 apollo_package_sv_unit 41 7908500000] : [Normal ]---[tb_top]--- SIMULATION PASSED
[+ st b # ++ Note: $finish 3 /home/hlim/my_designs/ultilization/test/testbench/tb_top.sv(396)
- pipe_lpe_pkg -+ %  Time: 79404800 ps Iteration: 1 Instance: /tb top
!¢ svsim_caparity ¥ -+ t1
- 2 % Break in Module tb_top at /home/hlim/my designs/ultilization/test/testbench/tb_top.sv line 336
v = 5 = F‘\ 1 - /|

Figure 7.7. Simulation Result
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Appendix A. Resource Utilization

Table A.1. Resource Utilization for LAV-AT-X50 Devices

= LATTICE

Configuration Registers LUTs EBRs Target Device Synthesis Tools
PHY only .
. 263 824 5/630 LAV-AT-X50 Synplify Pro
Host Interface == AXI4-Lite
MAC only (basi
only (basic) _ 8,184 11,977 4/630 LAV-AT-X50 synplify Pro
Host Interface == AXI4-Lite
MAC only (full featured
only (full featured) 12,469 15,833 5/630 LAV-AT-X50 synplify Pro
Host Interface == AXI4-Lite
MAC (basic) + PHY .
. 8,452 12,229 5/630 LAV-AT-X50 Synplify Pro
Host Interface == AXI4-Lite
MAC (full featured) + PHY .
. 12,737 16,106 5/630 LAV-AT-X50 Synplify Pro
Host Interface == AXI4-Lite
Table A.2. Resource Utilization for LAV-AT-X70 Devices
Configuration Registers LUTs EBRs Target Device Synthesis Tools
PHY only(basic) .
1 1 LAV-AT-X7 lify P
Host Interface == AXI4-Lite 30 619 5/990 0 Synplify Pro
PHY only (full_featured) .
- 2 1 LAV-AT-X7 lify P
Host Interface == AXI4-Lite 03 618 5/990 0 Synplify Pro
MAC only (basi
only (basic) , 8,183 10,977 5/990 LAV-AT-X70 synplify Pro
Host Interface == AXI4-Lite
MAC only (full featured) .
. 16,435 18,129 5/990 LAV-AT-X70 Synplify Pro
Host Interface == AXI4-Lite
MAC (basic) + PHY (basic) .
. 8,385 11,015 5/990 LAV-AT-X70 Synplify Pro
Host Interface == AXI4-Lite
MAC (full featured) + PHY
(full_featured) 16,818 18,243 5/990 LAV-AT-X70 Synplify Pro
Host Interface == AXI4-Lite
Table A.3. Resource Utilization for LAV-AT-X30 Devices
Configuration Registers LUTs EBRs Target Device Synthesis Tools
PHY only (basic
y (basic) _ 182 146 0/400 LAV-AT-X30 Synplify Pro
Host Interface == AXI4-Lite
PHY only (full_featured) .
. 183 154 0/400 LAV-AT-X30 Synplify Pro
Host Interface == AXI4-Lite
MAC only (basic) .
. 8,176 9,855 4/400 LAV-AT-X30 Synplify Pro
Host Interface == AXI4-Lite
MAC only (full featured) .
. 12,421 10,804 4/400 LAV-AT-X30 Synplify Pro
Host Interface == AXI4-Lite
MAC (basic) + PHY .
. 8,363 10,044 4/400 LAV-AT-X30 Synplify Pro
Host Interface == AXI4-Lite
MAC (full featured) + PHY
( ) 16,551 10,912 5/400 LAV-AT-X30 Synplify Pro

Host Interface == AXI4-Lite
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Technical Support Assistance

Submit a technical support case through www.latticesemi.com/techsupport.
For frequently asked questions, refer to the Lattice Answer Database at www.latticesemi.com/Support/AnswerDatabase.
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Note: In some instances, the IP may be updated without changes to the user guide. The user guide may reflect an
earlier IP version but remains fully compatible with the later IP version. Refer to the IP Release Notes for the

latest updates.

Revision 1.5, IP v2.3.0, December 2025

Section

Change Summary

All

Updated the IP version on the cover page.

Introduction

e  Updated Table 1.1. Summary of the 25G Ethernet IP.
e Updated Table 1.4. Minimum Device Requirements for the 25G Ethernet IP Core.

Functional Description

e  Updated Figure 2.2. 25GbE IP Core SyncE Block Diagram.
e Updated the Lane Merging section.
e  Updated the figures in the Clocking section.

Signal Description

Added descriptions for the following signals in Table 4.1. Signal Description for MAC + PHY:
e txmac_clk_i
e rxmac_clk_i

Register Description

Updated the description for tx_pausreq register in Table 5.14. MAC_CTL Register.

Example Design

e  Added LAV-AT-X30 and LAV-AT-X50 device support to Table 6.4. Description of
Generated Files.

e  Updated Figure 6.12. Configure Component.

Designing with the IP

Updated the Timing Constraints section.

Appendix A. Resource Utilization

e  Updated Table A.1. Resource Utilization for LAV-AT-X50 Devices.
e Added Table A.3. Resource Utilization for LAV-AT-X30 Devices.

Revision 1.4, IP v2.2.1, October 2025

Section

Change Summary

All

e  Updated the IP name to 25G Ethernet IP.
e  Updated the IP version on the cover page.
e  Removed Avant-ES related information.

Introduction

e  Updated Table 1.1. Summary of the 25G Ethernet IP.
e  Updated Table 1.2. 25G Ethernet IP Core Support Readiness.

Functional Description

Updated the section and figure titles in this section:
e  Far End Parallel Loopback section.
e Near End Parallel Loopback section.

IP Parameter Description

Updated the following tables:
e  Table 3.1. Configurable Attributes for MAC + PHY Option.
e  Table 3.3. Configurable Attributes for PHY Only Option.

Example Design

e  Updated Table 6.1. 25G Ethernet IP Configuration Supported by the Example Design.
e  Updated the IP Installation and Generation section.
e Updated the Hardware Testing section.

Designing with the IP

Updated Figure 7.2. Configure the User Interface of 25G Ethernet IP Core.

Revision 1.3, IP v2.2.0, June 2025

Section

Change Summary

All

Updated the IP version on the cover page.

Introduction

e  Updated Table 1.1. Summary of the 25G Ethernet IP.
e  Updated Table 1.3. Ordering Part Number.

Functional Description

e  Updated the following sentence in the IP Architecture Overview section:
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Section

Change Summary

This IP core instantiates the MPPHY foundation IP configured as 1-Lane
64b/66b128b/132b PCS and a Management block that supports AXI4-Lite access to PCS
and MMD registers.

e  Added the Lane Merging section.
e Added the Latency section.

IP Parameter Description

Updated the following tables:
e  Table 3.1. Configurable Attributes for MAC + PHY Option.
e  Table 3.3. Configurable Attributes for PHY Only Option.

Signal Description

Updated the following tables:

e  Table 4.1. Signal Description for MAC + PHY.
e  Table 4.2. Signal Description for MAC Only.
e  Table 4.3. Signal Description for PHY Only.

Example Design

e  Updated the Importing Versa Files to a Project section.
e  Updated the following figures:
e  Figure 6.26. Include Source Files.
e  Figure 6.27. Set tb_top_versa as Top Module.
e  Figure 6.28. Change the Time Setting for Default Run
e  Added the Continuous Mode section.
e Added the Hardware Testing section.

Designing with the IP

Added the following sentence to the Running Functional Simulation section:

To run the standalone QuestaSim simulator, the FOUNDRY environment variable must be set
as follow:

set ::env(FOUNDRY) <Radiant install path>/ispfpga.

References

Added the following reference:
2.5G, 10G, and 25G Ethernet Driver APl Reference (FPGA-TN-02375).

Revision 1.2, IP v2.1.0 (LAV-AT-X70), v1.0.3 (LAV-AT-X70ES), December 2024

Section

Change Summary

All

Added IP version on the cover page.

Introduction

e  Updated the IP versions in Table 1.1. Summary of the 25G Ethernet IP.
e Added the IP Changes in Table 1.1. Summary of the 25G Ethernet IP.
e Added the IP Support Summary section.

e  Renamed the section title IP Validation Summary to Hardware Support and updated the
content in the Hardware Support section.

Functional Description

e  Added Figure 2.2. 25GbE MAC + PHY IP Core SyncE Block Diagram.

e  Added the following sentence to the Transmit MAC section:
However, there’s a limitation that you must not transmit a 16-byte or shorter frame in
application due to 128-bit data width design requirement.

e  Updated the RSFEC Clocking Overview section.

IP Parameter Description

Updated the following tables:

e Table 3.1. Configurable Attributes for MAC + PHY Option.
e  Table 3.2. Configurable Attributes for MAC Only Option.
e  Table 3.3. Configurable Attributes for PHY Only Option.

Signal Description

e  Removed the following signals from Table 4.1. Signal Description for MAC + PHY:
e xg tx clk o
e xg rx_clk o
e  Added the following signals to Table 4.3. Signal Description for PHY Only:
o tx0_am_i
e rx0O_am_o
e  Updated the description for the following signals in Table 4.1. Signal Description for
MAC + PHY and Table 4.2. Signal Description for MAC Only:
e  tx_pausreq_i
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Section

Change Summary

e  tx_paustm_i
e  Updated the description for the tx0_am_i signal in Table 4.3. Signal Description for PHY
Only.

Register Description

Added the following registers to Table 5.20. Summary of Statistics Counters:
e  TX_STAT_PKT_LNGTH_ACCU_O
e  TX_STAT_PKT_LNGTH_ACCU_1
e  RX_STAT_PKT_LNGTH_ACCU_O
e  RX_STAT_PKT_LNGTH_ACCU_1

Example Design

e Updated this section to list the evaluation board.
e  Added step 5 and step 6 to the Importing Versa Files to a Project section.
e Updated the Hardware Testing section.

Appendix A. Resource Utilization

Updated Table A.2. Resource Utilization for LAV-AT-X70 Devices.

References

e  Added the following references:
e  25G Ethernet MAC + PHY IP Release Notes
e  Lattice Solutions IP Cores web page
e  Lattice Solutions Reference Designs web page
e Lattice Solutions Boards web page
e  Lattice Solutions Demonstrations web page
e Removed the reference to the Lattice Radiant Software User Guide

Revision 1.1, September 2024

Section

Change Summary

Introduction

Updated the following bullet point in the Features section:
Supports VLAN, SVLAN, and up to 9600 bytes of Jumbo frames.

Functional Description

e  Updated the following figures:

e  Figure 2.12. Normal Frame Reception.

e  Figure 2.13. Back-to-back Frames Reception.

e  Figure 2.14. Frame Reception with In-Band FCS Passing.

e  Figure 2.15. Reception with Custom Preamble.

e  Figure 2.17. Default Normal Frame Transmission.

e  Figure 2.18. Transmission with In-Band FCS Passing.

e  Figure 2.19. Transmission with Custom Preamble Passing.

e  Figure 2.24. Clock Network Diagram.

e  Figure 2.26. Sequence to Configure RX MAC In-Band FCS Passing.
e  Updated the MAC Reset Sequence section.

Signal Description

e  Updated the description for the following signals in Table 4.1. Signal Description for
MAC + PHY:

o xg tx_clk_o
o xg rx_clk_o
o xg tx gclk o
o xg_rx_gclk_o
e  tx_pausreq_i
e  Updated the description for the tx_pausreq_i signal in Table 4.2. Signal Description for
MAC Only.
e Updated the value for all occurrences of the sysbus_clk_i signal from 100 MHz to 20
MH:z.

Register Description

e  Updated the description for the tx_pausreq signal in Table 5.14. MAC_CTL Register.

e  Updated a reference to the Lattice Avant-G/X MPPHY Module User Guide (FPGA IPUG
02233) in Table 5.35. Register Address Map for PHY.

Designing with the IP

e Updated Table 7.1. Generated File List.
e  Updated the following sentence in the Timing Constraints section:
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Section

Change Summary

For example, the default clock period of sysbus_clk_i is 50 ns (20 MHz), if this clock is
driven by 25 MHz clock in your project, the clock period of the constraint must be
changed to 40 ns.

Revision 1.0, June 2024

Section

Change Summary

Introduction

e  Updated Table 1.1. Summary of the 25G Ethernet IP.

e  Added the following feature to the MAC list in the Features section:
Programmable promiscuous (transparent) mode.

e  Removed LSE from the following sentence in the Hardware Evaluation section:
To change this setting, go to Project > Active Strategy > LSE/Synplify Pro Settings.

e  Added the Hardware Support section.

e  Added the Minimum Device Requirements section.

Functional Description

e  Updated Figure 2.1. 25GbE MAC + PHY IP Core Block Diagram.
e  Updated the following polynomial in the Frame Check Sequence (CRC-32) Insertion
section:
FCS(X) = X32 +X26 +X23 +X22 +X16 +X12 +X11 +X10 +X8 +X7 +X5 +X4 +X2+X+ 1
e  Updated the following figures:
e  Figure 2.12. Normal Frame Reception.
e  Figure 2.13. Back-to-back Frames Reception.
e  Figure 2.14. Frame Reception with In-Band FCS Passing.
e Figure 2.15. Reception with Custom Preamble.
e  Figure 2.17. Default Normal Frame Transmission.
e  Figure 2.18. Transmission with In-Band FCS Passing.
e  Figure 2.19. Transmission with Custom Preamble Passing.
e  Added the following sections:
e Clocking section.
e Reset section.

IP Parameter Description

Moved the IP Parameter Description section from the Functional Description section to this
section.

Signal Description

e  Moved the Signal Description section from the Functional Description section to this
section.

e Updated the description for sysbus_clk_i in Table 4.1. Signal Description for MAC + PHY.
e Added the axi4l_wstrb_i signal to Table 4.1. Signal Description for MAC + PHY.

e Added the TX Pause Frame signals and a table note to Table 4.1. Signal Description for
MAC + PHY.

e Added the axi4l_wstrb_i signal to Table 4.2. Signal Description for MAC Only.

e  Added the TX Pause Frame signals and a table note to Table 4.2. Signal Description for
MAC Only.

e Added the axi4l_wstrb_i signal to Table 4.3. Signal Description for PHY Only

Register Description

Added the RX_STAT_LINK_OK register to Table 5.20. Summary of Statistics Counters.

Example Design

e  Updated all references of ModelSim Lattice Edition software in this section to
QuestaSim Lattice Edition software.
e Updated Figure 6.1. Ethernet MAC + PHY IP Example Design Block Diagram.
e  Updated the content for Step 1 in the IP Installation and Generation section.
e  Updated the following figures:
e  Figure 6.21. Create a Simulation Project.
e  Figure 6.22. Include Source Files.
e  Figure 6.23. Set tb_top_versa as Top Module.
e  Figure 6.24. Change the Time Setting for Default Run.
e  Figure 6.25. Execute Simulation Script.
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Section

Change Summary

Designing with the IP

e  Updated the following figures:
e  Figure 7.1. Module/IP Block Wizard.
e  Figure 7.2. Configure the User Interface of 25G Ethernet MAC + PHY IP Core.
e  Figure 7.6. Simulation Wizard.
e  Figure 7.7. Add and Reorder Source.
e  Added the following sections:
e Design Implementation section.
e  Timing Constraints section.
e  Specifying the Strategy section.
e  Added Figure 7.8. Simulation Result.

Appendix A. Resource Utilization

e  Updated the resource utilization information in Table A.1. Resource Utilization for LAV-
AT-X70ES Devices.
e  Added Table A.2. Resource Utilization for LAV-AT-X70 Devices.

Revision 0.81, April 2024

Section

Change Summary

Introduction

Removed Lattice Synthesis Engine (LSE) from Table 1.1. Summary of the 25G Ethernet IP.

Register Description

e  Updated the MAC address values in MAC_ADDR_0 and MAC_ADDR_1 Register section
to the following:
For example, to set the MAC address to: AC-DE-48-00-00-80 would require writing
0x48_00_00_80 to address 0x014 (MAC_ADDR_0). OxAC_DE to address 0x018
(MAC_ADDR_1).

e  Removed the reference to the Appendix B section in the MC_TABLE_0O and
MC_TABLE_1 Register section.

Example Design

Added this section.

Appendix B. Code Listing for
Multicast Bit Selection Hash
Algorithm in C Language

Removed this section.

Revision 0.80, December 2023

Section

Change Summary

All

Preliminary release.

www.latticesemi.com/legal



http://www.latticesemi.com/legal

s=LATTICE


https://www.latticesemi.com/

	25G Ethernet IP
	Contents
	Abbreviations in This Document
	1. Introduction
	1.1. Overview of the IP
	1.2. Quick Facts
	1.3. IP Support Summary
	1.4. Features
	1.5. Licensing and Ordering Information
	1.5.1. Hardware Evaluation
	1.5.2. Ordering Part Number

	1.6. Hardware Support
	1.7. Minimum Device Requirements
	1.8. Naming Conventions
	1.8.1. Nomenclature
	1.8.2. Signal Names


	2. Functional Description
	2.1. MAC + PHY
	2.1.1. IP Architecture Overview
	2.1.2. Block Diagram
	2.1.3. Management Block

	2.2. MAC
	2.2.1. IP Architecture Overview
	2.2.2. Block Diagram
	2.2.3. Ethernet Data Format
	2.2.4. Receive MAC
	2.2.4.1. RX Filtering
	2.2.4.2. Preamble Processing
	2.2.4.3. CRC Checking and FCS (CRC32) Forwarding
	2.2.4.4. Automatic PAD Removal Control
	2.2.4.5. Address Checking
	2.2.4.6. Inter-Packet Gap
	2.2.4.7. Pause and PFC Ignore

	2.2.5. Flow Control
	2.2.5.1. Congestion drop_mac_ctrl and Flow Control Using Pause Frames
	2.2.5.2. Conditions Triggering XOFF Frame Transmission
	2.2.5.3. Conditions Triggering XON Frame Transmission
	2.2.5.4. Pause Transmission Logic
	2.2.5.5. Pause Control and Generation Interface
	2.2.5.6. Pause Control Frame and Non-Pause Control Frame Filtering and Forwarding

	2.2.6. Statistics Counter Interface
	2.2.7. Transmit MAC
	2.2.7.1. Frame Padding
	2.2.7.2. Preamble Insertion and SFD Insertion
	2.2.7.3. Address Insertion
	2.2.7.4. Length/Type Field Processing
	2.2.7.5. Frame Check Sequence (CRC-32) Insertion
	2.2.7.6. Inter-Packet Gap and Insertion
	2.2.7.7. Reconciliation Layer

	2.2.8. Receive AXI4-Stream Interface
	2.2.8.1. Default Normal Frame
	2.2.8.2. In-Band FCS Passing
	2.2.8.3. Custom Preamble Passing

	2.2.9. Transmit AXI4-Stream Interface
	2.2.9.1. Default Normal Frame
	2.2.9.2. In-Band FCS Passing
	2.2.9.3. Custom Preamble Passing

	2.2.10. MAC Management Block

	2.3. PHY
	2.3.1. IP Architecture Overview
	2.3.2. Block Diagram
	2.3.3. Lane Merging
	2.3.3.1. Overview
	2.3.3.2. Usage
	2.3.3.3. Lane Merging Report
	2.3.3.4. Restrictions and Limitations

	2.3.4. PHY Management Block
	2.3.5. Loopback Modes
	2.3.5.1.  Far End Parallel Loopback
	2.3.5.2. Near End Parallel Loopback


	2.4. Clocking
	2.4.1. Clocking Overview
	2.4.2. RSFEC Clocking Overview

	2.5. Reset
	2.5.1. MAC Reset Sequence
	2.5.1.1. Reset
	2.5.1.2. Power Up Sequence

	2.5.2. PHY Reset Sequence
	2.5.2.1. Reset
	2.5.2.2. Init Sequence


	2.6. Latency

	3. IP Parameter Description
	3.1. MAC + PHY
	3.2. MAC Only
	3.3. PHY Only

	4. Signal Description
	4.1. MAC + PHY
	4.2. MAC Only
	4.3. PHY Only

	5. Register Description
	5.1. MAC + PHY Registers
	5.2. MAC Registers
	5.2.1. Configuration Registers for MAC
	5.2.1.1. MODE Register
	5.2.1.2. TX_CTL Register
	5.2.1.3. RX_CTL Register
	5.2.1.4. MAX_PKT_LNGTH Register
	5.2.1.5. IPG_VAL Register
	5.2.1.6. MAC_ADDR_0 and MAC_ADDR_1 Register
	5.2.1.7. TX_RX_STS Register
	5.2.1.8. VLAN_TAG Register
	5.2.1.9. MC_TABLE_0 and MC_TABLE_1 Register
	5.2.1.10. PAUSE_OPCODE Register
	5.2.1.11. MAC_CTL Register
	5.2.1.12. PAUSE_TM Register

	5.2.2. Interrupt Registers
	5.2.2.1. INT_STATUS Register
	5.2.2.2. INT_ENABLE Register
	5.2.2.3. INT_SET Register

	5.2.3. Statistics Counters
	5.2.4. Stacked VLAN Register
	5.2.4.1. SVLAN_TAG Register

	5.2.5. Priority Flow Control Registers
	5.2.5.1. PFC_P0_TM Register
	5.2.5.2. PFC_P1_TM Register
	5.2.5.3. PFC_P2_TM Register
	5.2.5.4. PFC_P3_TM Register
	5.2.5.5. PFC_P4_TM Register
	5.2.5.6. PFC_P5_TM Register
	5.2.5.7. PFC_P6_TM Register
	5.2.5.8. PFC_P7_TM Register
	5.2.5.9. TX_PFC_CTL Register
	5.2.5.10. PFC_OPCODE Register


	5.3. PHY Registers
	5.3.1. Configuration Registers for PHY


	6. Example Design
	6.1. Example Design Configuration
	6.2. Overview of Example Design and Features
	6.3. Example Design Components
	6.3.1. 25G Ethernet IP Core
	6.3.2. AXI4-Lite Module
	6.3.3. AXI-Stream Packet Generator
	6.3.4. Data Checker

	6.4. Generating an Example Design
	6.4.1. Create a New Radiant Project
	6.4.2. IP Installation and Generation
	6.4.3. Importing Versa Files to a Project

	6.5. Example Design Simulation
	6.5.1. 25G Ethernet IP Example Design Testbench Simulation Flow
	6.5.2. Create a Simulation Project
	6.5.3. Running the Simulation
	6.5.3.1. Continuous Mode
	6.5.3.2. Non-Continuous Mode


	6.6. Hardware Testing

	7. Designing with the IP
	7.1. Generating and Instantiating the IP
	7.1.1. Generated Files and File Structure

	7.2. Design Implementation
	7.3. Timing Constraints
	7.3.1. create_clock Constraints for MAC Only Option
	7.3.2. create_clock Constraints for MAC + PHY Option
	7.3.3. create_clock Constraints for PHY Only Option

	7.4. Specifying the Strategy
	7.5. Running Functional Simulation

	Appendix A. Resource Utilization
	References
	Technical Support Assistance
	Revision History
	Revision 1.5, IP v2.3.0, December 2025
	Revision 1.4, IP v2.2.1, October 2025
	Revision 1.3, IP v2.2.0, June 2025
	Revision 1.2, IP v2.1.0 (LAV-AT-X70), v1.0.3 (LAV-AT-X70ES), December 2024
	Revision 1.1, September 2024
	Revision 1.0, June 2024
	Revision 0.81, April 2024
	Revision 0.80, December 2023



