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Acronyms in This Document

A list of acronyms used in this document.

Acronym Definition

AP Application Processor

CMOS Complementary Metal Oxide Semiconductor
CSI-2 Camera Serial Interface 2

DDR Double Data Rate

EAV End of Active Video

FVv Frame Valid

GPLL General Purpose PLL

HS High Speed

12C Inter-Integrated Circuit

ISP Image Signal Processor

LP Low Power

Lv Line Valid

LVDS Low Voltage Differential Signal
MIPI Mobile Industry Processor Interface
oscl Internal Oscillator

PLL Phase Locked Loop

RD Reference Design

RX Receiver

SAV Start of Active Video

X Transmitter

WcC Word Count

XHS Horizontal Sync Pulse

XVS Vertical Sync Pulse
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SubLVDS to MIPI CSI-2 Image Sensor Bridge

Reference Design
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Supported Device and IP

This reference design supports following devices with IP versions shown below.

Device Family Part Number Compatible IP

SubLVDS Receiver IP version 1.1 and 1.2
. LIF-MD6000 . .
CrossLink Pixel-to-Byte Converter IP version 1.1 and 1.2
LIA-MD6000 . .
D-PHY Transmitter IP version 1.1 and 1.2
SubLVDS Receiver IP version 1.2
CrossLinkPlus LIF-MDF6000 Pixel-to-Byte Converter IP version 1.2

D-PHY Transmitter IP version 1.2

CrossLink refers to both CrossLink and CrossLinkPlus in this document unless noted.

© 2019 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.
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1. Introduction

Many Image Signal Processors (ISP) or Application Processors (AP) use the Mobile Industry Processor Interface (MIPI®)
Camera Serial Interface 2 (CSI-2) standard for image sensor inputs. However, some high-resolution CMOS image
sensors use a proprietary SubLVDS output format.

The Lattice Semiconductor SubLVDS to MIPI CSI-2 Image Sensor Bridge reference design for CrossLink™ devices solves
the mismatch between SubLVDS output image sensor and an ISP/AP using CSI-2 interface.

1.1. Features

e  Supports 4-, 6-, 8-, or 10-lane SubLVDS input to 1-, 2-, or 4-lane MIPI CSI-2 output

e Supports input lane bandwidth of up to 1.2 Gbps (in the case of 4-lane configuration) and output lane bandwidth
of up to 1.5 Gbps

e Image cropping option

e Dynamic parameter setting through I1°C

1.2. Block Diagram and Clock Distribution

Figure 1.1 shows the block level diagram of the SubLVDS to MIPI CSI-2 Image Sensor Bridge reference design. It
contains three major IPs and interfacing modules between them. Image data from the sensor come in along with the
SubLVDS clock in double data rate (DDR) fashion. This clock is divided by 4 or 8 to generate pixel clock according to RX
Gear. Pixel clock is fed to trim_ctrl and Pixel-to-Byte IP modules. On the other hand, pixel clock is fed to TX D-PHY IP as
a reference clock and TX D-PHY IP creates MIPI clock using its internal PLL. MIPI clock is divided by 8 or 16 to generate
byte clock and byte clock is fed to Pixel-to-Byte IP and lane_ctrl module. GPLL is required in case that pixel clock cannot
drive TX D-PHY PLL directly due to the input frequency requirement of D-PHY PLL. In some configurations, the data bus
going to TX D-PHY is half of the data bus coming out from Pixel-to-Byte IP. In that case, the byte clock generated by TX
D-PHY must be 2x of the byte clock used in Pixel-to-Byte IP and the original byte clock (hs_byte_clk) is divided by two
and fed to Pixel-to-Byte IP and lane_ctrl. The lane_ctrl module takes care of bus width difference. When the image
sensor is in slave mode, FPGA has to feed the sync signals to the sensor. In that case, the sensor_sync module takes the
clock from the sensor to generate sync signals. I12C slave module is optional and the internal oscillator is used to feed
the clock to 12C slave module in this example.

___________________________________________________________________________________________ MIPI clock
RX SubLVDOS — p— : TX CSI-2 out
in —— rx_:sublvds > trim_ctrl > pi){eIZbyte » lane_ctrl » tx. dphy ———»
| = R Y YR, . I SRS IR SO
SubLVDS
clock
byte_clk
pixel_clk
L=——=1 ref clktoPLL
_______ _——— — in tx_dphy

—>||_sensor_sync I—| i2c_slave H—LOSC I

______ I o |

Figure 1.1. SubLVDS to MIPI CSI-2 Image Sensor Bridge Block Diagram
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1.3. RX and TX Permutations

Table 1.1 shows the available permutations of RX and TX configurations. Same permutations apply to both RAW10 and

RAW12. RX Gear 16 is supported only in case of 4 lanes on RX due to the limitation of Byte-to-Pixel IP. In addition, Byte-
to-Pixel IP supports only 4 lanes on TX. To overcome these limitations, the different TX Gear setting is applied in D-PHY

TX IP to handle 1 lane or 2 lane outputs, which requires faster byte clock (hs_byte_clk = 2x or 4x of byte_clk). Currently,
permutations require 4x of byte_clk (grayed out in the table) are not supported due to the unknown necessity.

Table 1.1. RX and TX Permutations

L. hs_byte_clk
TX Gear Setting in " i
D-PHY Type RX Lane Count RX Gear | TX Lane Count TX Gear Ratio Against
Pixel-to-Byte IP
byte_clk
4 8 -
8 8 2 16 —
1 16 2x
4
4 16 —
16 16 2 16 2x
1 16 4x
4 8 -
RAW10 6 8 8 2 16 —
RAW12
1 16 2x
4 16 —
8 8 16 2 16 2x
1 16 4x
4 16 —
10 8 16 2 16 2x
1 16 4x

The Excel sheet (sublvds2csi2_clock.xlsx) is provided to calculate the pixel clock, byte clock, and others, from RX
bandwidth and other information. This sheet can be useful to configure IPs. A sample entry is shown in Figure 1.2. By
setting five rows shown in the table, pixel clock, byte clock, and TX bandwidth are automatically calculated. Those can
be used to configure D-PHY TX IP. In the following situations, the byte clock that comes out from D-PHY TX IP is
hs_byte_clk and half of this clock is byte_clk fed to Pixel-to-Byte IP (and lane_ctrl):

2 x (TX Gear setting in Pixel-to-Byte IP) = (Number of TX Lanes in D-PHY TX) x (TX Gear in D-PHY TX).

When the pixel clock frequency is not a multiple of 24 — 30 MHz, GPLL is required to generate an appropriate reference
clock (a multiple of 24 — 30 MHz) to be fed to TX D-PHY IP. For example, when pixel clock is 36 MHz, GPLL can generate
2x of pixel clock, which is 72 MHz. This is 3x of 24 MHz, which TX D-PHY can accept. This new reference clock has to be
a multiple of 24 — 30 MHz and below 150 MHz. You can enable GPLL instantiation by defining USE_GPLL in
synthesis_directive.v, but GPLL configuration must be modified according to the pixel clock frequency and required
reference clock frequency.
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SubLVDS to MIPI CSI-2 Image Sensor Bridge RD Frequency Calculator

Data Type RAW10
Number of RX Lanes 10
SubLVDS |RX Gear 8
RX RX Line Rate 600
Sub LVDS Clock Frequency 300
Pixel Clock Frequency 75
Number of TX Lanes 4
Pixel2Byte |Number of Input Pixel Per Clock 10
TX Gear 16
TX Line Rate (total) 6000
Number of TX Lanes 4
TX Line Rate (per lane) 1500
D-PHY TX
TX Gear 16
Byte Clock Frequency 93.75
Reference Clock Frequency 75

16 is for 4-lane only

MHz
MHz Set by user

always 4

Mbps

Mbps (Max 1500)

(auto setting by Clarity
MHz

MHz

no GPLL required

If Reference Clock Frequency of D-PHY TX is not a multiple of 24-30 MHz, then GPLL is required.
In that case, GPLL output must be a multiple of 24-30 MHz and below 150 MHz.

Figure 1.2. Bandwidth and Clock Frequency Calculator
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2. Parameters and Port List

There are two directive files for this reference design:

= LATTICE

e synthesis_directives.v — used for design compilation by Lattice Diamond® and for simulation.
e simulation_directives.v — used for simulation.

You can modify these directives according to your own configuration. The settings in these files must match SubLVDS
RX IP, Byte-to-Pixel IP, and TX D-PHY IP settings created by Clarity Designer.

2.1. Synthesis Directives

Table 2.1 shows the synthesis directives that affect this reference design. These are used for both synthesis and
simulation. Some parameter selections are restricted by other parameter settings.

Table 2.1. Synthesis Directives

Category

Directive

Remarks

Image Sensor control!

SENSOR_MODE_MASTER

SENSOR_MODE_SLAVE

Use SLAVE when sync signals (xvs_o/xhs_o) must be sent from
FPGA to the image sensor. Only one of these two directives
must be defined.

Image Sensor Sync
Polarity!

SENSOR_SYNC_NEG

SENSOR_SYNC_POS

Polarity setting for sync signals to the image sensor. Only
effective when SENSOR_MODE_SLAVE is defined. Only one of
these two directives must be defined.

XVS (Vertical Sync)
assertion period?

XVS_LENGTH_XHS

XVS_LENGTH_LINE

Select the active pulse length of xvs_o between xhs_o and one
horizontal line. Only applicable in case of
SENSOR_MODE_MASTER. Only one of these two directives
must be defined.

Total line count?

V_TOTAL {value}

Total line count for one frame including blanking. Only effective
when SENSOR_MODE_SLAVE is defined. Value must be 12’d10 —
12'd4095.

Total horizontal cycle!

H_TOTAL {value}

Total cycle count for one line including blanking in the unit of
inck_i. Only effective when SENSOR_MODE_SLAVE is defined.
Value must be 12°d10 — 12°d4095.

XHS (Horizontal Sync)
pulse cycle!

XHS_LENGTH {value}

Active pulse width of xhs_o. Only effective when
SENSOR_MODE_SLAVE is defined. Value must be 8'd1 — 8'd255.

RX Data Type

RAW10

RAW12

Define the data type on RX channel. Only one of these two
directives must be defined.

RX channel lane count

NUM_RX_LANE_4

NUM_RX_LANE_6

NUM_RX_LANE_8

NUM_RX_LANE_10

Number of lanes in RX channel. Only one of these four
directives must be defined.

RX SubLVDS Clock Gear RX_GEAR_8 RX _SubLVDS Cloclf Gear. Only one of these dire.ctives_must be
RX_GEAR_16 defined. Gear 16 is allowed only in 4-lane configuration.
Use GPLL2 USE_GPLL Use GPLL to create a reference clock to be fed to PLL of TX D-

PHY IP.

TX D-PHY Clock mode3

TX_CLK_MODE_HS_LP

TX_CLK_MODE_HS_ONLY

TX D-PHY Clock mode. Only one of these two directives must be
defined.

TX channel lane count

NUM_TX_LANE_1

NUM_TX_LANE_2

NUM_TX_LANE_4

Number of lanes in TX channel. Only one of these three
directives must be defined.

TX_GEAR_8

TX D-PHY Clock Gear _ _ N_umb.er of TX Clock G(_ear on RX channel. Only one of these
TX_GEAR_16 directives must be defined.

Parameter set by 12C USE_lI2C Define this to use I12C I/F to set the parameters on the fly.
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Category Directive Remarks
Define MSB 5bits of 12C Slave Address. Value must be 5’h00 —
12C Slave Address (MSB)# | 12C_SLAVE_ADR_MSB {value} 5’h1F. Applicable only when USE_I2C is defined. This value

overwrites the value set in Clarity when IP is created.

Default value of the software reset register of 12C Slave module.
Software Reset Register> | SW_RST_N {value} Value must be 1’b0 or 1’b1. Applicable only when USE_I2C is
defined. Active low.

Define the number of lines to be trimmed before TX. This value
is used as a fixed value when USE_I2C is not defined and used as
the default value of the I12C register when USE_I2C is defined.
Value must be 6'd1 — 6'd63.

Top Line Trimming® 7 TOP_TRIM {value}

Define the number of active lines to be sent on TX. This value is
Vertical Active Lines on V_ACTIVE {value} used as a fixed value when USE_I2C is not defined and used as
TX? - the default value of the I12C register when USE_12C is defined.
Value must be 12’d1 — 12°d4095.

Define the number of pixel units to be trimmed before TX. 1
pixel unit = number of RX lanes. This value is used as a fixed
LEFT_TRIM_UNIT {value} value when USE_I2C is not defined and used as the default
value of the I12C register when USE_I2C is defined. Value must be
10°’d0—-10'd1023.

Left Pixel Unit Trimming®
10

Define the number of pixels to be trimmed before TX. This value
is used as a fixed value when USE_I2C is not defined and used as
the default value of the I12C register when USE_12C is defined.
Value must be 4’d0 —4’d9 and less than the RX lane count.

Left Pixel Trimming® 10 LEFT_TRIM_LANE {value}

Define the number of active pixels to be sent on TX. This value is
used as a fixed value when USE_I2C is not defined and used as
H_ACTIVE_UNIT {value} the default value of the I12C register when USE_I2C is defined.
Value must be 10’d1 — 10’d1023. The value must be even in
case of TX_GEAR_16 or NUM_TX_CH_2.

Horizontal Active Pixel
units on TX® 10

Define the number of byte count of active pixels to be sent to
TX. This value is used as a fixed value when USE_I2C is not

Active Word Count’! WC {value} defined and used as the default value of the I2C register when
USE_I2C is defined. Value must be 16’d1 — 16’d65535.
Define the virtual Channel ID. This value is used as a fixed value
. when USE_|2C is not defined and used as the default value of
Virtual Channel 1D VC{value} the 12C reg_ister when USE_I2C is defined. Value must be 2'd0 —
2’d3.
Notes:
1. Refer to the image sensor data sheet for proper settings.
2. Referto the int_gpll section for details.
3. HS_LP mode means non-continuous clock mode and HS_ONLY means continuous clock mode.
4. LSB two bits of 12C slave address is automatically set when 12C IP is created by Clarity.
5. Logical OR between this register and system reset (reset_n_i) is used to reset modules other than I12C slave module.
6. The first line is always trimmed by SubLVDS RX IP and value = 0 is not allowed.
7. (TOP_TRIM + V_ACTIVE) cannot exceed the vertical active line count of the incoming RX data. It is your responsibility to manage

this.

Number of pixels trimmed from the left edge is ((LEFT_TRIM_UNIT x number of RX lanes x (RX_GEAR / 8)) + LEFT_TRIM_LANE).

9. Active pixel count sent to TX is (H_ACTIVE_UNIT x number of RX lanes x (RX_GEAR / 8)).

10. ((LEFT_TRIM_UNIT + H_ACTIVE_UNIT) x number of RX lanes x (RX_GEAR / 8) + LEFT_TRIM_LANE) cannot exceed the horizontal
active pixel count of the incoming RX data. It is your responsibility to manage this.

11. WC < (H_ACTIVE_UNIT x number of RX lanes x (RX_GEAR / 8)) x (RAW number (10 or 12)) / 8. Refer to the trim_ctrl section for
details.

o
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2.2. Simulation Directives

Table 2.2 shows the simulation directives for this reference design. Some parameter selections are restricted by other
parameter settings including Table 2.1.

Table 2.2. Simulation Directives

= LATTICE

Category

Directive

Remarks

RX SubLVDS clock period

PIX_CLK {value}

RX SubLVDS clock period in ps.

INCK clock period

INCK_PERIOD {value}

INCK clock period in ps. Applicable only when
SENSOR_MODE_SLAVE is defined.

Number of frames to run

NUM_FRAMES {value}

Number of video frames fed by testbench.

Number of active lines?

NUM_LINES {value}

Number of RX active video lines per frame.

Number of active pixels?

NUM_PIXELS {value}

Number of RX active video pixels per line.

Vertical Blanking from XVS
to active line?

VFRONT_BLNK {value}

Number of blanking lines before the active video line.

Vertical Blanking after
active line!

VREAR_BLNK {value}

Number of blanking lines after the active video line.

Horizontal Blanking period?

HB_PERIOD {value}

Horizontal Blanking period in SubLVDS clock cycles.

Software Reset Register3

12C_SW_RST_N {value}

Write value to the software reset register of 12C Slave module.
Value must be 1’b0 or 1’b1. Applicable only when USE_I2C is
defined. Active low.

Top Line Trimming* >

12C_TOP_TRIM {value}

Write value to the top trim register of 12C Slave module. Value
must be 6’d1 — 6’d63. Applicable only when USE_I2C is defined.

Vertical Active Lines on TX®

12C_V_ACTIVE {value}

Write value to the vertical active line register of 12C Slave
module. Value must be 12°d1 — 12'd4095. Applicable only when
USE_I2C is defined.

Left Pixel Unit Trimming® 8

12C_LEFT_TRIM_UNIT {value}

Write value to the pixel unit trim register of 12C Slave module.
Value must be 10’d0 — 10°d1023. Applicable only when USE_I2C
is defined.

Left Pixel Trimming® 8

12C_LEFT_TRIM_LANE {value}

Write value to the pixel trim register of I2C Slave module. Value
must be 4’d0 — 4’d9 and less than the RX lane count. Applicable
only when USE_I2C is defined.

Horizontal Active Pixel units
on TX7.8

12C_H_ACTIVE_UNIT {value}

Write value to the horizontal active pixel unit register of 12C
Slave module. Value must be 10’d1 —10’d1023. Applicable only
when USE_I2C is defined.

Active Word Count?®

12C_WC {value}

Write value to the word count register of 12C Slave module.
Value must be 16’d1 — 16’d65535. Applicable only when
USE_I2C is defined.

Virtual Channel ID

12C_VC {value}

Write value to the virtual channel ID register of I2C Slave
module. Value must be 2'd0 — 2’d3. Applicable only when
USE_I2C is defined.

Total line count?0

12C_V_TOTAL {value}

Write value to the total line count register of 12C Slave module.
Value must be 12°d10 — 12'd4095. Applicable only when
USE_I12C and SENSOR_MODE_SLAVE are defined.

Total horizontal cycle®

12C_H_TOTAL {value}

Write value to the total horizontal cycle count register of 12C
Slave module. Value must be 12°d10 — 12’d4095. Applicable only
when USE_I2C and SENSOR_MODE_SLAVE are defined.

XHS (Horizontal Sync) pulse
cycle!®

12C_XHS_LENGTH {value}

Write value to the XHS pulse length register of 12C Slave module.
Value must be 8'd1 — 8'd255. Applicable only when USE_I2C and
SENSOR_MODE_SLAVE are defined.

Notes:

1. Total number of lines per frame is (NUM_LINES + VFRONT_BLNK + VREAR_BLNK).

2. Inthe case of SENSOR_MODE_MASTER, total number of SubLVDS clock cycles per line is (((NUM_PIXELS/NUM_RX_LANE) + 8) x
(RAW number (10 or 12)) / 2) + HB_PERIOD).

3. Logical OR between this register and system reset (reset_n_i) is used to reset modules other than 12C slave module.
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4. The first line is always trimmed by SubLVDS RX IP and value = 0 is not allowed.

5. (I2C_TOP_TRIM + 12C_V_ACTIVE) cannot exceed the vertical active line count of the incoming RX data. It is your responsibility to

manage this.

6. Number of pixels trimmed from the left edge is ((I2C_LEFT_TRIM_UNIT x number of RX lanes x (RX_GEAR / 8)) +

12C_LEFT_TRIM_LANE).

7. Active pixel count sent to TX is (I2C_H_ACTIVE_UNIT x number of RX lanes x (RX_GEAR / 8)).

((12C_LEFT_TRIM_UNIT + 12C_H_ACTIVE_UNIT) x number of RX lanes x (RX_GEAR / 8) + 12C_LEFT_TRIM_LANE) cannot exceed

the horizontal active pixel count of the incoming RX data. It is your responsibility to manage this.

9. 12C_WC < (12C_H_ACTIVE_UNIT x number of RX lanes x (RX_GEAR / 8)) x (RAW number (10 or 12)) / 8. Refer to the trim_ctrl

section for details.

10. Refer to the image sensor data sheet for proper settings.

2.3. Top-Level I/O

Table 2.3 shows the top level I/O of this reference design. Actual I/0 depend on the customer’s channel and lane

configurations. All necessary 1/0 ports are automatically declared by compiler directives.

Table 2.3. Simulation Directives

Port Name | Direction | Description

Reset

reset_n_i | I | Asynchronous active low system reset

Control Interface (conditional)

inck_i | Clock to control XVS and XHS. Only used in case of SENSOR_MODE_SLAVE.

XVS_0 (e} Vertical Sync signal to the image sensor. Only used in case of SENSOR_MODE_SLAVE.
xhs_o 0 Horizontal Sync signal to the image sensor. Only used in case of SENSOR_MODE_SLAVE.
Control Interface (optional)

scl 1/0 I2C clock. Only used in case of USE_I2C.

sda 1/0 12C data Only used in case of USE_I2C.

SubLVDS RX Interface

clk_p_i | Positive differential RX SubLVDS input clock

clk_n_i | Negative differential RX SubLVDS input clock

do_p_i | Positive differential RX SubLVDS input data 0

do_n_i | Negative differential RX SubLVDS input data O

dl_p_i | Positive differential RX SubLVDS input data 1

dl_n_i | Negative differential RX SubLVDS input data 1

d2_p i | Positive differential RX SubLVDS input data 2

d2_n_i | Negative differential RX SubLVDS input data 2

d3_p_i | Positive differential RX SubLVDS input data 3

d3_n_i | Negative differential RX SubLVDS input data 3

d4_p_i | Positive differential RX SubLVDS input data 4 (in case of 6/8/10-lane configuration)
d4_n_i | Negative differential RX SubLVDS input data 4 (in case of 6/8/10-lane configuration)
d5_p_i | Positive differential RX SubLVDS input data 5 (in case of 6/8/10-lane configuration)
d5_n_i | Negative differential RX SubLVDS input data 5 (in case of 6/8/10-lane configuration)
dé_p_i | Positive differential RX SubLVDS input data 6 (in case of 8/10-lane configuration)
dé_n_i | Negative differential RX SubLVDS input data 6 (in case of 8/10-lane configuration)
d7_p_i | Positive differential RX SubLVDS input data 7 (in case of 8/10-lane configuration)
d7_n_i | Negative differential RX SubLVDS input data 7 (in case of 8/10-lane configuration)
d8 _p_i | Positive differential RX SubLVDS input data 8 (in case of 10-lane configuration)
d8_n_i | Negative differential RX SubLVDS input data 8 (in case of 10-lane configuration)
do_p i | Positive differential RX SubLVDS input data 9 (in case of 10-lane configuration)

d9 n_i | Negative differential RX SubLVDS input data 9 (in case of 10-lane configuration)
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Port Name Direction | Description

CSI-2 TX Interface

ck p o 0 Positive differential TX CSI-2 output clock

ck n_o 0 Negative differential TX CSI-2 output clock

do_p_o (] Positive differential TX CSI-2 output data 0

do_n_o (] Negative differential TX CSI-2 output data 0

dlp o (] Positive differential TX CSI-2 output data 1 (in case of 2/4-lane configuration)
dlino (0] Negative differential TX CSI-2 output data 1 (in case of 2/4-lane configuration)
d2 p o 0 Positive differential TX CSI-2 output data 2 (in case of 4-lane configuration)
d2_n_o (0} Negative differential TX CSI-2 output data 2 (in case of 4-lane configuration)
d3_p_o (0} Positive differential TX CSI-2 output data 3 (in case of 4-lane configuration)
d3 n o 6} Negative differential TX CSI-2 output data 3 (in case of 4-lane configuration)
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3. Design and Module Description

The top-level design (sublvds2csi2.v) consists of the following modules:
e sensor_sync (conditional)

e rx_sublvds

e trim_ctrl

e pix2byte
e lane_ctrl
e tx_dphy

e int_gpll (conditional)
e i2c_slave (optional)

The top-level design has a reset synchronization logic.

3.1. sensor_sync

This module is instantiated when SENSOR_MODE_SLAVE is defined to feed the horizontal and vertical sync signals

(xhs_o, xvs_o) to the image sensor using the external clock (inck_i). Sync pulse polarity and interval can be changed by

directives described in the Synthesis Directives and Simulation Directives sections. Figure 5.4 shows xvs_o having one

line length of active pulse by XVS_LENGTH_LINE directive. This module has no interaction with other modules except

for i2c_slave. The following parameters are taken as input data:

e v_total_i[11:0] — Total number of lines per frame including blanking lines.

e h_total_i[11:0] — Total number of clock cycles per line including blanking period.

o xhs_length[7:0] — Pulse length of xhs_o. In case that XVS_LENGTH_XHS is defined, this value also applies to xvs_o
active pulse length.

3.2. rx_sublvds

This module must be created for RX channel according to channel conditions, such as the number of lanes, bandwidth,
and others. Figure 3.1 and Figure 3.2 show an example of IP interface settings in Clarity for the SubLVDS Image Sensor
Receiver Submodule IP. You can use the sbx file (rx/rx.sbx) included in the sample project and re-configure according to
your needs. Refer to SubLVDS Image Sensor Receiver Submodule IP User Guide (FPGA-IPUG-02023) for details.

=

HZ Lattice IP Core -- SubLVDS Image Sensor Receiver v1.1 o | B i
Configuration | Generate Log
SubLWDS Image Sensor Receiver Configuration \ Wideo \\‘
—®reset_n_i dvalid_of—» Recaiver
—=linck_i fre_ofF—=
—Iclk_p_i lv_of—= Murnber of R Lanes 4 j
—iclk_r_i pirclk_o—= R Gear 8 i« 1E
—=dl_p_i pixdata_ o[ 95 (1] p—-
—dl i Clock,
Tl R Lire Rate 720 [uup ta 1200 Mbps]
—d1_r_i
— SublYD5 Clock Frequency 350.00 [MHz]
2 Pixel Clack Frequency 4500 (up to 150.0 MHz)
—»d3_p_i wyE_ O
—d3 i xhs o
Configure Close Help

Figure 3.1. rx_sublvds IP Creation in Clarity Designer #1
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The following shows guidelines and parameter settings required for this reference design.

e Number of RX Lanes — Set according to channel configuration. The value must match NUM_RX_LANE_* setting (4,
6, 8, or 10).

e RX Gear—Select 8 or 16; 16 is only applicable to 4-lane configuration and automatically selected when RX Line
Rate is set above 900 Mbps.

e RXLine Rate — Set according to channel configuration. The following are the maximum values for different lane
configurations:
e 4-lLane, Gear 8 — 900 Mbps
e 4-lane, Gear 16 — 1200 Mbps
e  6-Lane, Gear 8 — 600 Mbps
e 8-lane, Gear 8 —720 Mbps
e 10-Lane, Gear 8 — 600 Mbps

e Data Type — Select RAW10 or RAW12.

e Image Sensor Mode — Always select Master. Slave mode is handled by sensor_sync module.

-

HY Lattice IP Core - SubLVDS Image Sensor Receiver v1.1 |£|E
Configuration | Generate Log
SubLVDS Image Sensor Receiver Canfiguration b Yideo \
—®{rezet_n i dwalid_op— '
T = Video Packet
—>inck_i fr_of—»
— ok p | v_o—> Data Type CIUGT
—»{clk_r_i pinclk_opF—= )
»ld0 i piklata_ o[ 29: 0] p—t- IM= Framer Seftings
—{d0 i Image Senzor Mode {+ M aster " Slave
—>dl_p W_TOTAL 0 12" dwes [decimal)
—»{d1_r_i
—{d2 p | H_TOTAL B40 12'dwrs [decimal)
—*de W_H_BLANK 4 12'dies [decimall
—»d3 p i wws_ o
—»d3 i whs_o e
Configure Close Help

Figure 3.2. rx_sublvds IP Creation in Clarity Designer #1

This module takes serial SubLVDS data from image sensor and outputs pixel data after de-serialization. In case that you
generate this IP from scratch, it is recommended to set the design name to rx and the module name to rx_sublvds so
that you do not need to modify the instance name of this IP in the top-level design as well as the simulation setup file.
Otherwise, you have to modify the names accordingly.

Figure 3.3 shows an example global timing of RAW10 in 10-lane configuration. This IP takes data between SAV (Start of
Active Video) and EAV (End of Active Video) as active video data and outputs along with the assertion of dvalid. In case
of Gear 8, the pixel clock frequency is % of the incoming SubLVDS clock. Incoming data is DDR, which means 8 bits of
data are de-serialized every pixel clock cycle. In both RAW10 and RAW12 cases, a single pixel clock cycle is not enough
to retrieve one pixel data on each lane. Therefore, dvalid has on and off cycles. In case of RAW10, dvalid is asserted 4
out of every 5 pixel clock cycles (8 bits x 5 = 40 bits: 4 pixel data). In case of RAW12, dvalid is asserted 2 out of every 3
pixel clock cycles (8 bits x 3 = 24 bits: 2 pixel data).

Table 3.1 shows the sync code details. Both SAV and EAV comes from four words of data. The first word is always all 1
and second and third words are always all 0. The fourth word determines the type of the sync codes.
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Table 3.1. Sync Code Details
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LVDS Output Bit No. Sync code
12-Bit Output 10-Bit Output First Word | Second Word | Third Word | Fourth Word

11 9 1 0 0 1

10 8 1 0 0 0

9 7 1 0 0 v 1: Blanking line

0: Except blanking line
8 6 1 0 0 H 1: End sync code
2: Start sync code

7 5 1 0 0 P3

6 4 ! 0 0 P2 Protection bits
5 3 1 0 0 P1

4 2 1 0 0 PO

3 1 1 0 0 0

2 0 1 0 0 0

1 - 1 0 0 0

0 — 1 0 0 0

Protection Bits

Vv H P3 P2 P1 PO

0 0 0 0 0 0

0 1 1 1 0 1

1 0 1 0 1 1

1 1 0 1 1 0

3.3. trim_ctrl

In many cases, the data comes out from rx_sublvds includes unnecessary data and discarded by the downstream
devices. This module enables to trim the edge data based on the given parameters. In case that USE_I2C is enabled, the
amount of trimming data can be changed through I12C register update. The following parameters are taken as input
data:
top_trim_i[5:0] — Number of top lines to be trimmed. The first line is always trimmed by rx_Ivds so that the
minimum value must be 1.
v_active_i[11:0] — Number of active lines to be sent to TX module.
left_trim_unit_i[5:0] — Number of unit pixels to be trimmed. One unit is pixels equal to RX lane count in case of RX
Gear 8 and 2x of RX lane count in case of RX Gear 16.
left_trim_lane_i[3:0] — Number of pixels to be trimmed after unit trimming. Total pixels to be trimmed is
(left_trim_unit_i) x (RX lane count) x (RX Gear / 8) + (left_trim_lane_i).
h_active_unit_i[9:0] — Number of unit pixels to be sent to TX module. One unit is equal to RX lane count in case of
RX Gear 8 and 2x of RX lane count in case of RX Gear 16.

Figure 3.4 shows the global timing example of trim_ctrl. In this case, the first and last lines are trimmed by trim_ctrl
(note that the original first line is already trimmed by rx_sublvds).
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fv ;I [ [ | E——aa—"
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dvalid 1 == —— ——— ——
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fv_tc 1 | —
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dvalld_tc 0 O 0 AR E A M e L
pix_data_tc 4174 EE— |G
top_trim 2 2

v_active 22 22

left_trim_unit 4 1

lefi_trim_lane 3 3

h_active_unit 128 28

Figure 3.4. trim_ctrl Global Timing (RAW10, 10 Lanes)

Figure 3.5 shows the close-up of the above focusing the beginning of the line. In this case, the pixel counts to be
trimmed is 4 (left_trim_unit) x 10 (RX lane count) + 3 (left_trim_lane) = 43. That means 4 unit data are trimmed from
the beginning and 3 pixel data (LSB 30 bits) are trimmed from the fifth unit data (pix_data_A). The rest of the fifth unit
data are shifted down towards LSB and LSB 30 bits of the next data (pix_data_B) are placed at the MSB 30 bits. The
result is the first output data from lane_ctrl (pix_data_tc_A). This means

pix_data_tc_A[99:0] = {pix_data_B[29:0], pix_data_A[99:30]}.

: : ’_I pix_data_A : 8871DB3EDF7557BA9B2AA594B | [ pix_data_B : D38C38796FD3FE9C3322E8C47 |
dvalid 0 I_[J Y ; 7 o
pix_data AB9 X { X b4 b4 X N —

pix_cik 1 [ B e I O O o ) T O Gy O ey
v_ic 1
M_tc 1 [

dvalid_ic % / |

pix_data_tc EEC 3D21430000000000000000000 [' X X Y Y e X |
top_trim 2 . . . 1 2 N\

v_adive 2 :( 4 units trimming by lane_ctrl | = oy

Je_trim_unit 4 . { pix_data_tc_A : C8BA311E2DC76CFB7DD55EEA6
left_trim_lane 3 3

h_active_unit 128 128

Figure 3.5. Trimming in the Beginning of the Line (RAW10, 10 Lanes)

The number of lines and pixels to be trimmed can be set in the unit of 1 line or 1 pixel as well as number of active lines
to be cropped. However, there exist some limitations on the number of pixels to be cropped. Pixel cropping has to be in
the unit of RX lane count as a parameter h_active_unit. In addition to this, the number of active pixels must be a
multiple of 4 in case of RAW10 and a multiple of 2 in case of RAW12 according to CSI-2 spec. Moreover, due to the FIFO
data width in rx_sublvds, another restriction has to be applied. Table 3.2 shows the unit value (granularity) of
h_active_unit for all cases considering all of limitations mentioned above. In most cases, cropping with finer granularity
is possible through WC setting. This WC is fed to lane_ctrl as the second stage cropping.

Example: RAW10, 10 RX lane, 2 TX lane with cropping 1936 pixels from 2240 active pixel input
The unit value of h_active_unit for RAW10, 10 RX lane is 16.

Since 1936 / (10 lanes x 16 units) = 12.1, which is rounded up to 13 as the nearest greater integer,
set h_active_unit = 16 x 13 = 208 to cover 1936 pixels.

WC = 1936 x 5/4 = 2420.
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Data Type Ré(ohan:e RX Gear T(’:‘ofr:‘te TX Gear :_"JLYC':?, :.ft G’Z'f“\‘,'\;"c"‘y
1 16 4 (=16 pixels) 10 ( = 8 pixels)
8 2 16 4 (=16 pixels) 20 ( = 16 pixels)
4 4 8 4 (=16 pixels) 20 ( = 16 pixels)
16 2 16 2 ( = 16 pixels) 20 ( =16 pixels)
4 16 4 (=32 pixels) 40 ( = 32 pixels)
1 16 8 ( = 48 pixels) 10 ( = 8 pixels)
RAWI0 6 8 2 16 8 ( =48 pixels) 20 ( = 16 pixels)
4 8 8 ( =48 pixels) 20 ( = 16 pixels)
8 8 2 16 4 (=32 pixels) 20 ( = 16 pixels)
4 16 4 ( =32 pixels) 40 ( =32 pixels)
10 g 2 16 16 ( = 160 pixels) 20 ( = 16 pixels)
4 16 16 ( = 160 pixels) 40 ( = 32 pixels)
1 16 2 ( = 8 pixels) 6 ( = 4 pixels)
8 2 16 2 ( = 8 pixels) 12 ( = 8 pixels)
4 4 8 2 ( = 8 pixels) 12 ( = 8 pixels)
16 2 16 2 (=16 pixels) 12 ( = 8 pixels)
4 16 2 (=16 pixels) 24 ( = 16 pixels)
1 16 4 ( =24 pixels) 6 ( = 4 pixels)
RAWL2 6 8 2 16 4 ( =24 pixels) 12 (=8 pixels)
4 8 4 ( = 24 pixels) 12 ( = 8 pixels)
8 8 2 16 2 (=16 pixels) 12 ( = 8 pixels)
4 16 2 ( = 16 pixels) 24 (=16 pixels)
10 g 2 16 8 ( = 80 pixels) 12 (=8 pixels)
4 16 8 ( = 80 pixels) 24 (=16 pixels)

Note: In the case of RX Gear 16, pixel count per one h_active_unit is doubled compared to RX Gear 8.

www.latticesemi.com/legal



http://www.latticesemi.com/legal

= LATTICE

3.4. pixel2byte

This module must be created for RX channel according to data type, the number of RX lanes, RX Gear, and others.
Figure 3.6 shows an example of IP interface settings in Clarity for the pixel2byte IP. You can use the sbx file
(p2b/p2b.sbx) included in the sample project and re-configure according to your needs. Refer to Pixel-to-Byte
Converter IP User Guide (FPGA-IPUG-02026) for details.

HY Lattice IP Core -- Pixel to Byte Converter v1.1 | =HECIN[ X |
Configuration | Generate Log
Pixel to Byte Converter Configuration \
—rsk_r_i bt Tranzmitter
—elpi_ck_i wie_en o T Interface 0512 w|  DataType [RAWI2 -l
—byte_clk_i byte_data_o[53:0]j— Mumber of T Lanes 4 j
MNumber of Input Pizel Per Clock g j
Fh T Gear ol & 16
— i . .
fv_start_o—= MOTE : Gear 16 is recommended only for target Tx Line rate of more than 900 Mbps.
fv_end_of—3= Mizcellaneous
e i datal_i[11:0] [ Enable miscellaneous status signals
. . Iv_start_o—3=
e pi_datal_i[11:0] v_sano W Enable handshake signals
e pi_dataz_i[11:0] Iy end ol—
e pi_data3_i[11:0]
e pi_datad_i[11:0]
e i datab_i[11:0]
e i datab_i[11:0]
e pi_data?_i[11:0]
tefi_req_of—
—3etufr_en i
Configure Close Help

Figure 3.6. pixel2byte IP Creation in Clarity Designer

The following shows guidelines and parameter settings required for this reference design.

e TXInterface — Select CSI-2.

e Data Type — Select RAW10 or RAW12. Others are not supported by RX SubLVDS IP.

e Number of TX Lanes — Always set 4.

e Number of Input Pixel Per Clock — Set the value equal to (RX lane count) x (RX Gear / 8).

e TX Gear —automatically set in case of Number of Pixel Per Clock = 6, 8, or 10. 8 or 16 can be selected in case of
Number of Input Pixel Per Clock = 4 (refer to Table 1.1).

e Enable miscellaneous status signals — unchecked.

In case that you generate this IP from scratch, it is recommended to set the design name to p2b and the module name
to pix2byte so that you do not need to modify the instance name of this IP in the top-level design as well as the
simulation setup file. Otherwise, you have to modify the names accordingly.

This module receives pixel data (pix_data_tc) from trim_ctrl along with fv_tc, Iv_tc, and dvalid_tc (frame valid, line valid
and data valid) and re-organizes the data to form the byte data via FIFO according to the data type specified. FIFO is
used as a data buffer as well as a clock domain bridge. Pixel data are written to FIFO in pixel clock domain and read in
byte clock domain. Byte clock is provided from TX D-PHY module. Figure 3.7 shows the global timing of pixel2byte in
the case of 4-lane with RX Gear 16.
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Figure 3.7. Global Timing of pixel2byte

Figure 3.8 shows line transactions. pixel2byte asserts txfr_req after receiving the valid line data and start sending byte
based data following Iv_start assertion. At the end of one-line valid data, txfr_req is asserted again. This assertion is
redundant and masked by lane_ctrl and does not affect the system operation. pix2byte_rstn is a signal that comes from
TX D-PHY to reset the internal FIFO of pixel2byte. This signal must be asserted before the new line data comes in to
pixel2byte. Otherwise, the FIFO data is corrupted and results in data mismatch in simulation. If this happens, there can
be four workarounds:

e Increase the blanking time.

e Use HS_ONLY mode of TX D-PHY IP if the current mode is HS_LP.

e Trim the right edge pixels by reducing the values of h_active_unit/WC if acceptable.

e Trim the left edge pixels by increasing the values of left_trim_unit/left_trim_lane if acceptable.

1 pix_clk o

Nt |1

riv_ic I [ e
r dvalid_tc |1 l T (T
r pixdatad 0FD 4 i y ¥ Fr ¥

r pixdatal 007 I FFE A | | [ § FFE |

e fzs i = ; | redundant transfer request | ¢ — ;

r pixdata3 D4B I FFF 1 I FFF )|

r pixdatad | coc 4 550 y I 500 y

- pixdatas | 643 ¥ w8 y ¥ o0 y

r pixdataf 591 i 000 1 [§ [ :

r pixdata? 5CF I 000 i | g o0 b

rpi2byte_rstn | 1 I T

a0 n 1 n
ridr_en_lc 1 T S

rfv_start 0 \ A

rfy_end [0 | N /

o Iv_start 0 I / 1

r byte_clk 0 2 % T

r byte_data_en 1 [ —— | —— I
r byte_data 7B | Do09080000000000__ {_0o00000080808080

Figure 3.8. Line Transactions of pixel2byte
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3.5. lane_ctrl

This module resides between pixel2byte and tx_phy. It has two major functions:
e communication control between pixel2byte and tx_dphy
e bus width and lane assighment conversion between pixel2byte and tx_dphy

3.5.1. Communication Control

pixel2byte and tx_dphy have handshake signals to request and grant data transfer from pixel2byte to tx_dphy, but
current version of IP cannot handle a certain condition (Frame End event happens just after the valid data transmission
of the last line) when those signals are directly connected. lane_ctrl holds the assertion of sp_en when txfr_en is high
and waits for txfr_req_lIc assertion until txfr_en goes low. Figure 3.9 shows the global timing of lane_ctrl in case of
RAW12, RX lane count = 4 with RX Gear 16, TX lane count = 2 with TX Gear 16. In this case, byte data that comes from
pixel2byte is 64 bits and active data input of TX D-PHY is 32 bits. Therefore hs_byte_clk (= 2x byte_clk) is used to match
the input and output bandwidths. As described in the pixel2byte section, txfr_req assertion around the end of valid
data transmission is masked by this module and is not transmitted to tx_dphy. This module also handles the clock

domain crossing in case that hs_byte_clk is used. A compiler directive of HS_BYTE_CLK is automatically defined in the
top-level RTL when hs_byte_clk is required.

rhs_byle dk 0
rbyle_dk 0
rb_c2d_rdy 0 Z ; 1
rbdr_req 0 1 gl [ —
ridr_req Ic 0 — —I T 5 Bl
ribdr_en_lc . I [
\ redundant transfer request
rfv_stard 0
riv_end 0
rv_start 0 | |
rbyte_data_en 1 T | e
r byte_data 787 |~ ooooDo000G00D00D } 0000000000000000  §
rwe 0B40 (=2
rsp_en 0
rip_en 0 | |
rdt 2c £
rbyle_data en Ic | 1 1 ]
rbye_dataic | 0000 | oooomomoreciees ¥ T

Figure 3.9. Global Timing of lane_ctrl

Figure 3.10 shows the handshake flow from trim_ctrl to tx_dphy to send Frame Start short packet. fv_tc from trim_ctrl
lets pixel2byte asserts txfr_req. Then txfr_req is forwarded as txfr_req_lc when tx_c2d_rdy = 1, which means tx_dphy is
read to begin a new HS transmission. After tx_dphy goes in to HS mode, txfr_en goes 1 and that was to transferred as

txfr_en_lc to pixel2byte. That lets pixel2byte asserts fv_start and lane_ctrl asserts sp_en, which results in short packet
transmission by tx_dphy.
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Figure 3.10. Handshake to Transfer Short Packet
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Figure 3.11 shows an example of the handshake for Long Packet transmission. As mentioned earlier, txfr_req while
txfr_en = 1 is masked by lane_ctrl and is not transferred to tx_dphy.

pix_clk 0

byte_clk 0

_te 1

v_tc 1 LT 1

te_c2d_rdy 0 i [ [ —
uft_req o | M | Long Packet transmission | A I
bdr_req_lc 0 L I | A [Sj—
fr_en 1 i = i r
br_en_ic 1 / 1 ] I
w_start 0 N P |

sp_en 0 | K| ] A ]

_start 0 | I n I/ J

Ip_en 0 | ] ! 1 |

byte_data_en_lc | 1 _— ,

byte_data_lc 773 (T, T SO / 1 IR 0NN

dk_p_o 0 i

d0_p_io 1 Z—FF 1=t [—
do_n_io 0 L d_l LJ

Figure 3.11. Handshake to Transfer Long Packet

3.5.2. Bus Width and Byte Data Assignment Conversion

Since pixel2byte configuration is always with 4 TX lanes, bus width and/or Byte data assignment conversion is
necessary when TX lane count is 1 or 2. Figure 3.12 shows the example in case of RAW12, RX lane count = 4 with RX
Gear 16, TX lane count = 2 with TX Gear 16. 64-bit data are stored into the internal FIFO using byte_clk and read back
using hs_byte_clk in every other cycles, then data re-ordering is performed to assign each byte data to appropriate
byte location within 64-bit data interface connected to tx_dphy.

hs_byte_clk 0
byte_clk 0 | q \ | | | ] [ | ] ] | | | |l
t_c2d_rdy 0
tfr_req 0
bfr_req_lc 0
“bdr_en 1 | |
e - > 00000000 07B5E0E0|
X 2 | D73BEOF9 BSBSE026 |
“f_end 0 3 >/ 00000000 38B5F926 |
_start o | 1 \
- byte_data_en 1 | ‘\ B
. Dﬁe_data D5T.. 0000000000000000 X’_DIJB{“ .S: OA130305EF 052087 X 1B223321384D3TF T ){ \J\TSlBI 1I3IF 34T SDTSQSSICIDABSCEY ) { DSTISEXTR
wC 0B40 el AN
sp_en 0
Ip_en 0 N
dt 2C L
byte_data_en_lc | 1 N
000 DO0O00D0TECABES X

Figure 3.12. Byte Data Assignment Conversion by lane_ctrl

Table 3.3 shows the byte data allocation in all cases. In case hs_byte_clk is used, 32/64-bit data are split after the
readout from FIFO and sent to tx_dphy alternately (shown as first out[63:0] and second out[63:0] in the table).

Table 3.3. Byte Data Reallocation

TX Lane Count RX Lane Count RX Gear Byte Data Reassignments
4 all all out[63:0] =in[63:0]
8
p out[63:0] = {32°d0, in[55:48], in[23:16], in[39:32], in[7:0]}
2 16
3 3 First out[63:0] = {32'd0, in[55:48], in[23:16], in[39:32], in[7:0]}
10 s Second out[63:0] = {32°d0, in[63:56], in[31:24], in[47:40], in[15:8]}
1 16 First out[63:0] = {48’d0, in[23:16], in[7:0]}
6 16 Second out[63:0] = {48’d0, in[55:48], in[39:32]}

© 2019 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

24 FPGA-RD-02061-1.1



http://www.latticesemi.com/legal

= LATTICE

3.6. tx_dphy

This module must be created for TX channel according to the number of TX lanes, TX Line Rate, and others. Figure 3.13
shows an example of IP interface settings in Clarity for the TX D-PHY IP. You can use the sbx file (tx/tx.sbx) included in
the sample project and re-configure according to your needs. Refer to CSI-2/DSI D-PHY Transmitter Submodule IP User
Guide (FPGA-IPUG-02024) for details.

HE' Lattice IP Core -- CSI-2/DSI D-PHY Transmitter v1.1 [E=ER
Configuration Generate Log
Configuration \ Protocal Timing Parameters ll\
CS51-2/DSI D-PHY Transmitter
Tranzmitter
N T Interface csl2 wl
. clh_p_op
—*reset_n_|
ch_r_o Murmber of T Lanes 2 j
i (] oy
—=ref_clk_i 0_p_ineew T Gear g * 15
- i ™ Bypass packet formatter [for D-PHY pass through configuration)
[¥ Enable frame number increment in packet formatter for C51-2 interface
. dl_p o€
—={sp_en_i - . . o
d_ra [ Enable line number increment in packet farmatter for C51-2 interface
> pen Clack
ok hs en i T Line Rate 2880 [Mbps|
T Line Rate [per lane] 1440 [160 - 1500 Mbps)
—»d hs en_i
DPHY Clock Frequency 720 [MHz]
kil d_hs rdy or—» DPHY Clock Mode " Continuous @ Mon-continuous
— byte_clk_a—= Eyte Clock Frequency 90.0000 [up to 150.0 MHz]
tirit_dane_o— Feference Clock Frequency a0 [24 to 150.0 MHz)
— 3w
pll_lock_o—® MOTE : Please see DPHY PLL Spec for more information on the reference clock. value
—»eolp_i pixZbyte_rstn_o—=
Iniitialization
—byte_data_er_i HMIT_SLAYE Yalue 1000 [Mumber of byte clock cycles, » 0]
—{byte_data_{620] ™ Bypass NIT counter
Miscellaneous
I¥ Enable miscellaneous status signalks
Configure | Close Help

Figure 3.13. tx_dphy IP Creation in Clarity Designer

The following shows guidelines and parameter settings required for this reference design.

TX Interface — Select CSI-2.

Number of TX Lanes — Set according to TX lane configuration. Must match NUM_TX_LANE_* setting.

TX Gear — Automatically set according to TX Line Rate.

Bypass packet formatter — Must be disabled (unchecked).

Enable frame number increment — Either is fine.

Enable line number increment — Either is fine (unused).

TX Line Rate (per lane) — Use the value specified in the Excel sheet.

DPHY Clock Mode — Set according to TCX channel configuration. Continuous is recommended when the length of
the horizontal blanking period is unknown.

Reference Clock Frequency — Set the appropriate value which can be obtained by pix_clk or GPLL output. This clock
frequency must be in one of the following ranges:

e 24-30 MHz
e 48-60 MHz
e 72-90 MHz

e 96-150 MHz

tINIT_SLAVE Value — 1000 (default) is recommended.

Bypass tINIT counter — Disabled (unchecked) is recommended.

Enable miscellaneous status signals — must be set to enabled (checked).
Protocol Timing Parameters tab — Default values are recommended.
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This module takes the byte data and outputs CSI-2 data after serialization in CSI-2 High Speed mode. In case that you
generate this IP from scratch, it is recommended to set the design name to tx and module name to tx_dphy so that you
do not need to modify the instance name of this IP in the top level design as well as simulation setup file. Otherwise,
you need to modify the names accordingly.

TX Line Rate is derived from the following equation:

RX_lane_bandwidth * number_of _RX_lane
number_of _TX_lane

TX _lane_bandwidth =

Example #1: RAW10 RX with 10-lane at RX lane bandwidth = 600 Mbps with 4 TX lanes
TX lane bandwidth = (600 x 10) / 4 = 1500 Mbps.

Example #2: RAW12 RX with 4-lane at RX lane bandwidth = 1200 Mbps with 4 TX lanes
TX lane bandwidth = (1200 x 4) / 4 = 1200 Mbps.

3.7. int_gpll

You must create GPLL module to generate the reference clock when pix_clk frequency is not in the ranges shown
below. You can use the sbx file (int_gpll/int_gpll.sbx) included in the sample project and re-configure according to your
needs. In case you generate this IP from scratch, it is recommended to set the design name to int_gpll so that you do
not need to modify the instance name of this IP in the top level design as well as simulation setup file. Otherwise, you
need to modify the names accordingly. CLKOP output must be within one of the following frequency ranges:

e 24-30 MHz

e 48-60 MHz

e 72-90 MHz

e 96-150 MHz

You have to define USE_GPLL directive in synthesis_directives.v.

HE Lattice FPGA Module -- PLL
Configuration | Generate Log
PLL Frequency \ Fhase \ Optional Ports \\
CLKOP
Dl Bypass Output Divider
CLEI Desired T Actual
- Frequency olerance % Frequency
Frequency Fiefclk Divider
CLKOP— 75 i b3 0o w] [75.000000
I” Enable High Bandwidth CLEOS
—{ CLEI ™ PLL Reference Clock from Pin ™ Enable N Cypacs
CLE] Buffer Type [LVD5 ]
CLKFB
Lock Feedback Feedback
Mode Divider L0000 oo ﬂ
CLrop =P CLKOS2
I [~ Enable [T Bupass
Appioximate PLL 1
WCO Rate[MHz] Bandwidth(kHz]
Estimated Resource Usage: 900.000 3342
100.00 00 =]
CLKOS3
Calculate
[~ Enable ™ Bypass :
100,00 [Tl o]
Configure | Close |

Figure 3.14. GPLL IP Creation
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3.8. i2c_slave

This module is instantiated when USE_I2C is defined and enables you to change parameters on the fly through I°C
connections. 12C Hard IP is instantiated and used as an 12C slave device. You can use the sbx file (i2c_s/i2c_s.sbx)
included in the sample project and re-configure. In case that you generate this IP from scratch, it is recommended to
set the design name to i2c_s so that you do not need to modify the instance name of this IP in the top level design as
well as simulation setup file. Otherwise, you need to modify the names accordingly. There exist two I2C Hard IP
modules in CrossLink and 12C0 is used in this IP as shown in Figure 3.15. You have to change the setting if the other IP
(12C1) is used. In this RD the internal oscillator is used to create a system clock for this module. You must change the
System Bus clock frequency setting in case you use a different clock.

One typical usage of this module is changing parameters during the system development and/or debugging stages so
that you can try many cases without updating FPGA bitfiles as long as I2C registers cover what you like to change. After
that you can recreate a bitfile using the finalized parameters without USE_I2C directive for the product.

=
I@ Lattice FPGA Module -- 12C

Configuration | Generate Log

RC Hard IP Enables \ 12C Settings 1\ 12C Intermapts 1\

Enable Hard Users Pz
I¥ Enable Hard Users 12C0

= iZoladr3:0] System Bus Clock Frequency |6 e
iPeOackol—» I Enable Hard Users 12C1

ok System Bus Clock Frequency MHz

— j2clesi iZ2eidato[9: 0] -

—] i2c(0dat[30]

iZclizoing—»
— i2cOsthi
— i2c0wei iZcliZowkup—»
=3 i2clscl

i2c0pmuvikup —»

-« i2clsda

Estimated Regource Lsage:

Configure

Figure 3.15. I’C IP Creation #1

Figure 3.16 shows basic settings of I12C IP. You can change the settings according to own needs, but the following have
to be enforced:

e FIFO Mode must be disabled (unchecked)

e  Address Match must be enabled (checked)

MSB 5 bits of I2C slave address can be set here. In the case of 12C0, LSB 2 bits is fixed to 2’b10.
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HY Lattice FPGA Module -- I2C

Configuration | Generate Log
C Hard IP Enables Ve Settings \ 12C Interrupts ‘l\
200 ——lzc
G G
aadil30] eneral eneral
™ General Call Enable ™ General Call Enable
iZclacko ¥ Include 10 Buffers ¥ Include 10 Bulfers
—= i2e0cki SDA Inpuit Delag (ns] [0 ! SDA Input Delay [ns] [0 o
SO Output Delay fns) [0 ! 504 Output Delag frs) [0 o
] Zolcsi iZclidato]3 0= — Master Clock Rate————————— —Master Clock Rats—————————————
Desired(KHz] [ ] Desired(KHz] [1o0 o]
— i2c0dati(3:0] ActuallkHz] 403 ActuallkHz] 1
i2c0i2eirg—= i FIFO Mode — FIFO Mode
— ! i2c0sthi ™ Enable FIFO Mods ™ Enable FIFD Mode
™ CLK Stretch Ensble ™ CLE Streteh Enable
o . FxFIFD Almost Ful [a0 ] ReFIFD Amost Full - [30 ]
THFIFD Almost Empty |3 ] THIFD Almost Empty |3 ]
| iDcisc] [ |2C Addressing [ 12C Addressing
2eDpmumkup I?-Elt Addressing j 7-Bit Addressing ﬂ
elsda 10000 10 10000 o
1000010 1000001
- — PMU ‘Wake Optiong
Estimated Resource Usage: ¥ Address Match
= ReFIFD Almost Full

Figure 3.16. I>C IP Creation #2

Figure 3.17 shows interrupt settings. At least Tx/Rx Ready must be enabled (checked).

. —
HE Lattice FPGA Module - 12C
Configuration | Generate Log
jrle Hard IP Enables | 12C Settings ' I2CInterrupts\
—l2Cco r
— System Bus Interupt:

] 2c0ac3:0] ysiem Eus Interiupts

[ Arbitration Lost
i2clacko ¥ Tx/FxFeady

— i2clclki v Overmun or HACK,
[ General Call IRG Enable

— i2clcs i2c0datal9: 0] .- ——FIFD Interupts
[T General Cal

—] i2c0dati[%0] [T Receive NACK

i2cliZcirg ™ taster Fead Complste

[T Arbitration Lost

— i2c0sthi

. I T4 FIFD Sync

™ T« FIFD Underflow

— i2clwei iZeliZowkup — I~ RwFIFO Overflow

= i2clscl

iZc0pruwkup —=
= j2clsda
Estimated Resource Usage:

Figure 3.17. I>)C IP Creation #3

This module is equipped with parameter registers of 4-bit address area of I2C sub-address shown in Table 3.4.
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Table 3.4. IC Slave Register Map

Sub
Address Name Bits Description
0 SW Reset (0] Software rt.es.et regls.ter. When this is active, all modules except for i2c_slave are in
reset condition. Active low.
1 TOP_TRIM [5:0] Top edge trim register. The value must be 6’d1 — 6’d63.
2 V_ACTIVE_LSB [7:0] , o )
Vertical active line register. The value must be 12°d1 — 12’d4095.
3 V_ACTIVE_MSB [11:8]
4 LEFT_TRIM_UNIT [5:0] Left edge trim register by the unit. The value must be 6’d0 — 6’d63.
5 LEFT_TRIM_LANE [3:0] Left edge trim register within the lanes. The value must be 4’d0 — 4’d9.
6 H_ACTIVE_UNIT_LSB | [7:0] , . . .
Horizontal Active Pixel register by the unit. The value must be 10’d1 — 10’d1023.
7 H_ACTIVE_UNIT_MSB | [9:8]
8 WC_LSB [7:0] .
Word count register. The value must be 16’d1 — 16’d65535.
9 WC_MSB [15:8]
10 VC [1:0] Virtual channel ID register. The value must be 2’d0 — 2’d3.
11 V_TOTAL_LSB [7:0] Total line count register used in Sensor Slave Mode. The value must be 12'd10 —
12 V_TOTAL_MSB [11:8] | 12'd4095.
13 H_TOTAL_LSB [7:0] Total horizontal cycle count register used in Sensor Slave Mode. The value must
14 H_TOTAL_MSB [11:8] be 12’d10 — 12'd4095.
15 XHS_LENGTH (7:0] ;(!:jszgts.llse length register. Used in Sensor Slave Mode. The value must be 8'd1 -

Note: All registers less than 8-bit data width are aligned to LSB of 8-bit data area.

All registers are set to the default values specified by corresponding directives defined in synthesis_directives.v.

Software reset works as the system reset (reset_n_i) for all modules other than i2c_slave, therefore you can assert this
while updating other I2C registers, then release Software reset upon completing the register update to avoid an
unexpected operation during register update. Refer to the Simulation Directives and trim_ctrl sections for register
details.
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4. Design and File Modification by User

This RD is based on version 1.1/1.2 of the SubLVDS Image Sensor Receiver Submodule IP, version 1.1/1.2 of the Pixel-
to-Byte Converter IP, and version 1.1/1.2 of the CSI-2/DSI D-PHY Transmitter Submodule IP. Due to the limitation of
these IPs, some modifications are required depending on user configuration in addition to two directive files
(synthesis_directives.v, simulation_directives.v).

4.1. Top-level RTL

You have to change IP instance names if you generate IPs created in Clarity Designer with different instance names in
the sample project.

If you use I2C Slave module with a clock other than the internal oscillator clock, you have to disable the OSCI (internal
oscillator) instantiation and connect an appropriate clock to clk_i port of i2¢c_slave.

4.2. Pixel-to-Byte IP

After creating Pixel-to-Byte IP in Clarity Designer, you must modify the top level RTL (pix2byte.v if you keep the same
name as sample design) as shown below:

Add a following signal as input shown below:

input wire dvalid_i,

Modify the port name around line 132 as shown below:
.avalid_i (Iv_i),~> .dvalid_i (dvalid_i),

4.3. TXD-PHYIP

After creating TX D-PHY IP in Clarity Designer, you must add an output signal c2d_rdy_o since this signal exists
internally, but not brought out to the port.

In tx_dphy.v (assuming you have TX D-PHY IP with the instance name tx_dphy), add those two lines:
output c2d_rdy_o, // additional output, around line 77, after output d_hs_rdy o,

.c2d_rdy o (c2d_rdy o ), // added to a submodule, around line 113, after .d_hs rdy o (d_hs_rdy o ),

In tx_dphy_dphy_tx.v, add one line and modify one line:
output c2d_rdy o, // additional output, around line 60, after output d_hs_rdy o,

.c2d_ready o  (c2d_rdy o ), //fillinthe port name c2d_rdy_o, around line 206 (currently empty)

In tx_dphy_tx_global_operation.v, modify one line:

.c2d_ready o  (c2d_ready o ), //fillin the port name c2d_ready_o, around line 67 (currently empty)
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5. Design Simulation

The script file (sublvds2csi2_fsim.do) and testbench files are provided to run the functional simulation by Active HDL.
Active HDL 10.5 bundled with Diamond 3.11 is not recommended since it might cause some simulation issues. If you
follow the naming recommendations regarding design names and instance names when RX SubLVDS, Pixel-to-Byte, TX
D-PHY, GPLL, and I>C IPs are created by Clarity Designer, the following are the only changes required in the script file:
e Diamond installation directory path

e User project directory

i Set Diamond installetion director i " "
set diamond_dir (C:/lscc/diamond/2. 10 Diamond directory

Project directory

blvds2csi2 RDfsimulation/]ifed

Figure 5.1. Script File Modification

You need to modify simulation_directives.v according to your configuration (refer to Simulation Directives for details).
By executing the script in Active HDL, compilation and simulation are executed automatically. The testbench takes all
data comparison between the expected data and output data from the RD. It shows the following statements while
running and doing data comparison:

# KERNEL: ### unit_cnt = 203, after lane_no = 1, payload_cnt = 2426, payload_LSBs = ba

# KERNEL: h_lane_on =1, pixel_cnt =1626

# KERNEL: unit_cnt = 203, lane_no = 2, payload_cnt = 2427, payload[11:4] = e0 by rx_dat[1626] = e09

# KERNEL: h_lane_on =1, pixel_cnt = 1627

# KERNEL: unit_cnt = 203, lane_no = 3, payload_cnt = 2428, payload[11:4] = 2a by rx_dat[1627] = 2a5

# KERNEL: ### unit_cnt = 203, after lane_no = 3, payload_cnt = 2429, payload_LSBs = 59

# KERNEL: [128155564470][CSI-2_CHK] Frame 3, Line 23, Byte Count 1867 - 1868, payload data = 90 42 --- Data matches : 90 42
# KERNEL: [128156120150][CSI-2_CHK] Frame 3, Line 23, Byte Count 1869 - 1870, payload data = f7 20 --- Data matches : f7 20
# KERNEL: [128156675350][CSI-2_CHK] Frame 3, Line 23, Byte Count 1871 - 1872, payload data = 68 73 --- Data matches : 68 73
# KERNEL: h_lane_on =1, pixel_cnt = 1628

# KERNEL: unit_cnt = 203, lane_no =0, payload_cnt = 2430, payload[11:4] = 1f by rx_dat[1628] = 1f3

# KERNEL: h_lane_on =1, pixel_cnt = 1629

# KERNEL: unit_cnt = 203, lane_no = 1, payload_cnt = 2431, payload[11:4] = 2f by rx_dat[1629] = 27

# KERNEL: ### unit_cnt = 203, after lane_no = 1, payload_cnt = 2432, payload_LSBs =73

# KERNEL: h_lane_on =1, pixel_cnt = 1630

# KERNEL: unit_cnt = 203, lane_no = 2, payload_cnt = 2433, payload[11:4] = 91 by rx_dat[1630] =919

# KERNEL: h_lane_on =1, pixel_cnt = 1631

# KERNEL: unit_cnt = 203, lane_no = 3, payload_cnt = 2434, payload[11:4] = 25 by rx_dat[1631] = 25f

# KERNEL: ### unit_cnt = 203, after lane_no = 3, payload_cnt = 2435, payload_LSBs = f9

# KERNEL: [128157231030][CSI-2_CHK] Frame 3, Line 23, Byte Count 1873 - 1874, payload data = bb c0 --- Data matches : bb c0
# KERNEL: [128157786710][CSI-2_CHK] Frame 3, Line 23, Byte Count 1875 - 1876, payload data = 09 13 --- Data matches : 09 13
# KERNEL: [128158342390][CSI-2_CHK] Frame 3, Line 23, Byte Count 1877 - 1878, payload data = b1 07 --- Data matches : b1 07
# KERNEL: h_lane_on =1, pixel_cnt = 1632

# KERNEL: unit_cnt = 204, lane_no = 0, payload_cnt = 2436, payload[11:4] = 87 by rx_dat[1632] = 87f

# KERNEL: h_lane_on =1, pixel_cnt = 1633

# KERNEL: unit_cnt = 204, lane_no = 1, payload_cnt = 2437, payload[11:4] = 84 by rx_dat[1633] = 847

# KERNEL: ### unit_cnt = 204, after lane_no = 1, payload_cnt = 2438, payload_LSBs = 7f
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# KERNEL: h_lane_on =1, pixel_cnt = 1634

# KERNEL: unit_cnt = 204, lane_no = 2, payload_cnt = 2439, payload[11:4] =

Simulation halts when data comparison fails.

When the simulation is completed, the following statements are displayed:

20 by rx_dat[1634] =

# KERNEL: [128422808150][CSI-2_CHK] Frame 3, Line 23, Byte Count 2829 - 2830, payload data = d5 dc --- Data matches : d5 dc
# KERNEL: [128423363350][CSI-2_CHK] Frame 3, Line 23, Byte Count 2831 - 2832, payload data = 8d 89 --- Data matches : 8d 89

# KERNEL: [128423919030][CSI-2_CHK] CRC = a8c5 --- OK
# KERNEL: 129235754700 : Transmitting rear blanking lines

# KERNEL:

# KERNEL: [129518451190][CSI-2_CHK] Short Packet detected : Data type = 01 --- Frame End

# KERNEL: [129519006870][CSI-2_CHK] Header1 = 00
# KERNEL: 132092649900 : End of frame : 2
# KERNEL:

# KERNEL: Total payload bytes checked were 195408 = 3 Frames x 2832 bytes (1888 pixels) x 23 lines : all matched !!!!!

# KERNEL: TEST END!!!

The above shows results after running three frames.

Figure 5.2 shows the global timing of 4-lane RX and 2-lane TX. In this case, the first and the last lines are trimmed. Note

that the first line is always trimmed by sublvds_rx.

»clk_p_i 1

»clk_n_i [ - 7/4 1
»d0_p_i 0 75 /o o e e L e Lo T wa M i T [
»do0_n i 1 | s | 11 Vertical blanking period T T i | e |
~dipi 0 5 | o o ) o i o Il i | | e
»dind 1 “ S | S| N S| S S S S | S | | s Trlmmln offlrstand Iastllne LI L
>d2 p i 0 | o e ey e e s s L g A arir
»d2.ni 1 \; | B | ¥74¥4w _ﬂ 33 I CIC I I
>d3 p i (] 1 e e e e e e e e s [ | o o e [ Frame End ﬁs [ \ sl sl
»d3_n_i 1 i [ | ‘\7\\ I I I
sclk_p_o 0 | L —

S = i Frame Start ———
»d0_p_o 1 1 | I | | | T
>d0_n_o 0 T | | | | | | T
=dipo 0 T | | | T
»d1_n_o 1 i | | | | | - T

Figure 5.2. Global Timing of 4-Lane RX and 2-Lane TX

Figure 5.3 shows the close-up of the above waveform of one line period. Non-continuous clock mode is selected in TX
D-PHY in this case so that CSI-2 TX clock lane goes into LP (Low Power) mode after the data lanes go into LP mode, then
comes back to HS (High Speed) mode followed by the data lane transition to HS mode.

~dk_p_i 1]

~dk_n_i 1 T — — 1
~d0_p i 1 1 Horizontal blanking period [ =
~d0_n_i 0 I | ] ==
ol 2 . ‘ CSI-2 clock in LP mode L —
62 pi o [l I ya 1L |
-d2_n_i 1 I 1 / ]} —
~d3_p_i 1

e -/ CSI-2 data in LP mode | —
sdk_p_o 0 DL L
»dk_n_o 1 7 (1] § )
»d0_p_o 1 I« > —
»d0_n_o 1 I ir i
»di_p_o 1 L I
»di_n_o 1 ir

Figure 5.3. Global Timing with Sensor Slave Mode
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Figure 5.4 shows the global timing of RAW10, 10-lane RX to 4-lane TX with Sensor Slave Mode. FPGA generates xvs_o

and xhs_o as vertical and horizontal s

ync signals.
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6. Known Limitations

The following are the limitations of this reference design:

e The first line is always trimmed by rx_sublvds.

e Granularity of CSI-2 output video data is coarser than CSI-2 specification for both RAW10 and RAW12 as described
in trim_ctrl section.
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7. Design Package and Project Setup

SubLVDS to MIPI CSI-2 Image Sensor Bridge Reference Design for CrossLink is available on www.latticesemi.com. Figure
7.1 shows the directory structure. The design is targeted for LIF_MD6000-6KMG80I. synthesis_directives.v and
simulation_directives.v are set to configure an example shown below:

e RX-RAWA10 10 lanes, Gear 8, I°C enabled

e TX-2lanes with Gear 16
You can modify the directives for own configuration.

docs

|

12¢_5

‘7

Created by
Diamond

int_gpll

Figure 7.1. Directory Structure

p2b
archv
pix2byte

(23
archv

rx_sublvds

simulation
lifmd
source
verilog
lifmd
testbench

verilog

fx
archv
tx_dphy

Created by

Clarity Designer

Folders i2c_s, int_gll, p2b, rx, and tx are created by Clarity Designer for corresponding IPs. Figure 7.2 shows design files
used in the Diamond project. Clarity Designer creates five .sbx files.
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File List
4 [} sublvds2csi2
s LIF-MD6000-6KMG801
4 | Strategies
Area
[E}}' I/O Assistant
Quick
@ Timing
Strategyl
4 [fH impi1
4 | InputFiles
M source/verilog/lifmd/synthesis_directives.v
¥ source/verilog/lifmd/sublvds2csi2.v
¥ source/verilog/lifmd/sensor_sync.v
ik m/m.sbx
¥ source/verilog/lifmd/trim_ctrl.v
fah p2b/p2b.sbx
¥ source/verilog/lifmd/lane_ctrl.v
finh botesbx
@- i2¢c_s/i2c_s.sbx
¥ source/verilog/lifmd/i2c_slave.
fint int_gpll/int_gpll.sbx
. Synthesis Constraint Files
4 LPF Constraint Files
Y sublvds2csi2.lpf

Own project name

Figure 7.2. Project Files
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8. Resource Utilization

Resource utilization depends on the configurations. Table 8.1 shows resource utilization examples under certain
configurations. Actual usage may vary.

Table 8.1. Resource Utilization Examples

Configuration LUT % FF % EBR 1/0
RAW12 RX 4 lanes, Gear 8 to TX 2 lanes without 12C, Sensor Master Mode 24 18 6 17
RAW12 RX 4 lanes, Gear 8 to TX 1 lanes without 12C, Sensor Master Mode 23 19 8 15
RAW12 RX 4 lanes, Gear 16 to TX 2 lanes with 12C, Sensor Master Mode 51 33 16 19
RAW12 RX 4 lanes, Gear 16 to TX 2 lanes without I2C, Sensor Master Mode 40 29 16 17
RAW10 RX 6 lanes, Gear 8 to TX 2 lanes without 12C, Sensor Master Mode 28 19 8 21
RAW10 RX 6 lanes, Gear 8 to TX 1 lane without I2C, Sensor Master Mode 27 20 10 19
RAW12 RX 8 lanes, Gear 8 to TX 4 lanes without 12C, Sensor Master Mode 39 27 12 29
RAW12 RX 8 lanes, Gear 8 to TX 2 lanes without 12C, Sensor Master Mode 36 28 16 25
RAW10 RX 10 lanes, Gear 8 to TX 4 lanes with 12C, Sensor Slave Mode 66 32 12 38
RAW10 RX 10 lanes, Gear 8 to TX 2 lanes with 12C, Sensor Slave Mode 63 33 16 34
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References

e MIPI® Alliance Specification for D-PHY Version 1.1

e  MIPI® Alliance Specification for Camera Serial Interface 2 (CSI-2) Version 1.1

e  SubLVDS Image Sensor Receiver Submodule IP User Guide (FPGA-IPUG-02023)
e  Pixel-to-Byte Converter IP User Guide (FPGA-IPUG-02026)

e  (CSI-2/DSI D-PHY Transmitter Submodule IP User Guide (FPGA-IPUG-02024)

e Advanced CrossLink I1°C Hardened IP Reference Guide (FPGA-TN-02020)

For more information on the CrossLink FPGA device, visit
http://www.latticesemi.com/Products/FPGAandCPLD/CrossLink.

For complete information on Lattice Diamond Project-Based Environment, Design Flow, Implementation Flow, Tasks,
and Simulation Flow, see the Lattice Diamond User Guide.

Technical Support Assistance

Submit a technical support case through www.latticesemi.com/techsupport.
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