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Acronyms in This Document

A list of acronyms used in this document.

Acronym Definition

CSI-2 Camera Serial Interface 2
DSI Display Serial Interface
EBR Embedded Block RAM
ECC Error Correction Code
GPLL General Purpose PLL

HS High Speed

LP Low Power

LUT Look Up Table

MIPI Mobile Industry Processor Interface
PLL Phase Locked Loop

P2B Pixel2Byte

RX Receiver

TX Transmitter

© 2024 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice
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Supported Device and IP

This reference design supports the following devices with IP versions.

Device Family

Part Number

Compatible IP

CrossLink-NX

LIFCL-40
LIFCL-17

Pixel-to-Byte Converter IP version 1.4.0
D-PHY Transmitter IP version 1.7.2

The IPs above are supported by Lattice Radiant™ software version 2022.1 or later.

© 2024 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice
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1. Introduction

The Mobile Industry Processor Interface (MIPI®) D-PHY was developed primarily to support camera and display
interconnections in mobile devices, and it has become the industry’s primary high-speed PHY solution for these
applications in smartphones. It is typically used in conjunction with MIPI Camera Serial Interface-2 (CSI-2) and MIPI
Display Serial Interface (DSI) protocol specifications. It meets the demanding requirements of low power, low noise
generation, and high noise immunity that mobile phone designs demand.

MIPI D-PHY is a practical PHY for typical camera and display applications. It is designed to replace traditional parallel bus
based on LVCMOS or LVDS. However, many processors and displays/cameras still use RGB, CMOS, or MIPI Display Pixel
Interface (DPI) as interface.

The Parallel to MIPI reference design allows the quick interface for a processor with an RGB interface to a display with a
MIPI DSI interface or a camera with a CMOS interface to a processor with CSI-2 interface. The Lattice Semiconductor
Parallel to MIPI D-PHY Interface reference design provides this conversion for Lattice Semiconductor CrossLink™-NX
devices. This is useful for wearable, tablet, human machine interfacing, medical equipment and many other applications.

1.1. Features List

The key features of the Parallel to MIPI Reference Design are:

e Compliant with MIPI D-PHY v1.2, MIPI DSI v1.2, and MIPI CSI-2 v1.2 Specifications

e  Supports MIPI DSI and MIPI CSI-2 interfacing up to 6 Gb/s for Soft D-PHY and up to 10 Gb/s for Hard D-PHY
e Supports 1, 2, or 4 MIPI D-PHY data lanes

e  Supports non-burst mode with sync events for transmission of DSI packets only

e Supports low-power (LP) mode during vertical and horizontal blanking

e  Supports common MIPI DSI compatible video formats (RGB888, RGB666)

e  Supports common MIPI CSI-2 compatible video formats (RGB888, RAWS, RAW10, RAW12)

1.2. Block Diagram

Figure 1.1 shows the block level diagram of the Parallel to MIPI Reference Design.

Parallel2MIPI

reset_n_i —
pix_clk_i >
>

pix_data_i —> Pixel to Byte TX D-PHY E— clk_p/n_o
fvi — ~ E— do_p/n_o
csi2 [ Vi —— —» di_p/in_o
dvalid_i ~ —— A A ——»  d2_phno
hsync_i —p byte_clk —» d3_p/n_o

DsI [ vsync_i —>

de_i —»

» PLL
tx_ref_clk

Figure 1.1. Parallel to MIPI Reference Design Block Diagram
As shown in the Figure 1.1, the block level diagram of the Parallel to MIPI reference design mainly consists of the Pixel

to Byte and TX D-PHY IPs. Since TX D-PHY PLL has an input clock frequency requirement of between 24 MHz and 200
MHz, another on-chip GPLL may have to be used to create an appropriate clock.
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1.3. Functional Description

The Parallel to MIPI D-PHY Reference Design converts a standard parallel video interface into either DSI or CSI-2 byte
packets. The input interface for the design consists of a pixel bus (RGB888, RGB666), vertical and horizontal sync flags,
a data enable and a clock for DSI and pixel bus (RGB888, RAWS, RAW10, and RAW12), frame and line valid flags and a
clock for CSI-2.

VSync [ '_
Hsyne _ LI L ML ML 0 0 1 nnnn
DE U UL L LI U UL UL

PIXDATA [word_width-1:0] —— —{ »—{ )~

Figure 1.2. Display Parallel Input Bus Waveform

v I [
=S I U U U U I I
PIXDATA [word_width-1:0] —( )~ — -~ H— - O0-O-O)O-O)——

Figure 1.3. Camera Sensor Parallel Input Bus Waveform

This parallel bus in Figure 1.2 and Figure 1.3 is converted to the appropriate DSI or CSI-2 output format. The DSI/CSI-2
output serializes HS (High Speed) data and controls LP (Low Power) data and transfers them through MIPI D-PHY IP.
MIPI D-PHY also has a maximum of 5 lanes per channel. It consists of one clock lane and up to 4 data lanes. The
maximum D-PHY data rate per lane is 1.5 Gb/s by Soft D-PHY IP and 2.5 Gb/s by Hard D-PHY IP.

1.4. Conventions

1.4.1. Nomenclature

The nomenclature used in this document is based on Verilog HDL. This includes radix indications and logical operators.

1.4.2. Data Ordering and Data Types
The highest bit within a data bus is the most significant bit. 8-bit parallel data is serialized to 1-bit data stream on each
MIPI D-PHY data lane where bit 0 is the first transmitted bit.

Table 1.1 lists pixel data order coming from core module.

Table 1.1. Pixel Data Order

Data Type Format
RGB {Red[MSB:0], Green[MSB:0], Blue[MSB:0]}
RAW RAW[MSB:0]

1.4.3. Signal Names
Signal names that end with:
e _nare active low
e _jareinput signals
Some signals are declared as bidirectional (I/0) but are only used as input. Hence, _i identifier is used.
e _oareoutputsignals
Some signals are declared as bidirectional (I/0) but are only used as output. Hence, _o identifier is used.
_io are bidirectional signals
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2. Parameters and Port List

There are two directive files for this reference design:

e synthesis_directives.v — used for design compilation by Lattice Radiant software and for simulation.

e simulation_directives.v — used for simulation.

Users can modify these directives according to their own configuration. The settings in these files must match Pixel to
Byte and TX D-PHY IP settings created by Lattice Radiant.

2.1. Synthesis Directives

Table 2.1 shows the synthesis directives that affect this reference design. These are used for both synthesis and
simulation. Some parameter selections are restricted by other parameter settings as shown in Table 2.1 and Table 2.2.

Table 2.1. Synthesis Directives

Category Directive Remarks
TX_DSI Only one of these two directives must be defined. Used for DSI or CSI-2
D-PHY Type .
TX_CSI2 transmission.
RGB883
ROBOGE | f these five d be defined f video d
. Only one of these five directives must be defined. Type of video data to
V Data T RAW.
ideo Data Type 8 convert from pixel format to byte format for Pixel to Byte converter.
RAW10
RAW12

Number of TX Lane

NUM_TX_LANE_1

NUM_TX_LANE_2

NUM_TX_LANE_4

Only one of these directives must be selected

Number of Pixels Per
Pixel Clock

NUM_PIX_LANE_1

NUM_PIX_LANE_2

NUM_PIX_LANE_4

NUM_PIX_LANE_6

NUM_PIX_LANE_8

NUM_PIX_LANE_10

Only one of these six directives must be defined. Number of pixels per
pixel clock is used for the input to the Pixel to Byte converter.

TX_GEAR_8
TX D-PHY Clock Gear = = TX D-PHY Clock Gear. Only one of these two directives must be defined.
TX_GEAR_16
) MISC_ON Enables internal signals monitored by test-bench. Only one of these two
Miscellaneous . . .
MISC_OFF directives must be defined.

Number of Pixels

NUM_PIXELS {value}

Number of active Pixels per Line

CLK_MODE_HS_ONLY

Clock Mode? TX D-PHY Clock mode. Only one of these two directives must be defined.
CLK_MODE_HS_LP
PLL_INTERNAL Internal PLL or External PLL to be used for TX D-PHY. Only one of these
PLL Mode -
PLL_EXTERNAL directives must be used.
D-PHY IP DPHY_HARD Hard and Soft configuration of D-PHY TX IP. Only one of these directives
DPHY_SOFT must be used.

Note: HS_LP mode means non-continuous clock mode and HS_ONLY means continuous clock mode for the TX D-PHY.
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2.2. Simulation Directives

Table 2.2 shows the simulation directives for this reference design.

Table 2.2. Simulation Directives

= LATTICE

Category

Directive

Remarks

Pixel clock period

PIX_CLK {value}

Pixel clock period in ns

Number of video frames

NUM_FRAMES {value}

Number of video frames to be transmitted

Number of lines per frame

NUM_LINES {value}

Number of active lines per frame

Horizontal Front Porch

HFRONT {value}

Number of blanking cycles before HSYNC signal is asserted

Number of cycles HSYNC
signal asserted

HPULSE {value}

Number of cycles for which HSYNC signal is asserted

Horizontal Back Porch

HBACK {value}

Number of blanking cycles after HSYNC signal is de-asserted

Vertical Front Porch

VFRONT {value}

Number of blanking lines before VSYNC signal is asserted

Number of lines VSYNC
signal asserted

VPULSE {value}

Number of lines for which VSYNC signal is asserted

Vertical Back Porch

VBACK {value}

Number of blanking lines after VSYNC signal is de-asserted
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2.3. Top-Level I/O

Table 2.3 shows the top level I/O of this reference design. Actual I/O depends on the customer’s configurations. All
necessary 1/O ports are automatically declared by compiler directives.

Table 2.3. Parallel to MIPI Top Level I/0

Port Name I Direction IDescription

Clocks and Resets

pix_clk_i Input pixel/reference clock. Period of pixel clock is defined in
simulation_directives.v

reset_n_i Asynchronous active low system reset

DSI Input Interface

vsync_it | Input vertical sync for parallel interface

hsync_i? | Input horizontal sync for parallel interface

de_i! | Input data enable for parallel interface

CSI-2 Input Interface

fv_i2 | Input frame valid for parallel interface

Iv_i2 | Input line valid sync for parallel interface

dvalid_i? | Input data enable for parallel interface

Input Data

pixdata_i Input pixel data. Data Bus width depends on the data type selected and Number of

pixels per clock.

RGB888 : 24-bit bus width * Number of Pixel per clock
RGB666! : 18-bit bus width * Number of Pixel per clock
RAW122 : 12-bit bus width * Number of Pixel per clock
RAW102 : 10-bit bus width * Number of Pixel per clock
RAWS? : 8-bit bus width * Number of Pixel per clock

Debug Interface

pll_lock_o3 | 0 | D-PHY PLL lock signal

TX Output Interface

d_p_io[NUM_TX_LANE -1:0]* 1/0 Positive differential TX D-PHY data lanes

d_n_io[NUM_TX_LANE -1:0]* 1/0 Negative differential TX D-PHY data lanes

clk_p_io 1/0 Positive differential TX D-PHY clock lane

clk_n_io 1/0 Negative differential TX D-PHY clock lane
Notes:

1. Available only if data interface is DSI.

2. Available only if data interface is CSI-2.

3. Turned-on if Enable miscellaneous status signals attribute is selected.

4.  NUM_TX_LANE = Number of TX D-PHY Lanes : 1, 2, 4 (available on user interface).
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3. Design and Module Description

The top-level design (parallel2mipi_NX.v) consists of the following modules:

e p2b
e tx_dphy
e int_pll

The top-level design has internal and external PLL support. Which may be used if PLL_EXTERNAL is defined according to
TX D-PHY configuration.

Figure 3.1 shows the timing diagram for the D-PHY Tx Input Bus for Long Packet Transmission in CSI-2/DSI Interface.

akbyie o [ | [T L L LT L T T T
c2d_ready_o { J \ I i f

d_he en i TR W

T

d_hs rdy_o [T i Ji '
s | phdr_xfr_done_o i i 3\
5 o en s i [ f
packet header info 720 A\ it _i,vie_i we_i i
Id_pyld_o I i I il
byte_data_en_i I i \ I
byle_data_i [0 i <payload byles> Y

UL B A I B ) Y
c2d_ready o _}W—\'\ ;? ,I'J'. ff

d_hs_en_i ki

d_hs_rdy_ o

sl

phdr_xfr_done_o

packet header info 202,

byte_data_en_n

bvte_data_i Zii 0 G | <payload byles= Yo

Figure 3.1. D-PHY Tx Input Bus for Long Packet Transmission in CSI-2/DSI Interface

When the protocol type selected is CSI-2, there is no internal buffer to save the incoming payload data before the
creation of the header packet. Because of this, the D-PHY TX IP requires 3 cycles from the assertion of the |d_pyld_o to
the arrival of the valid payload data. The Id_pyld_o asserts the next cycle after the detection of the Ip_en_i. Hence little
glue logic is added in the top-level design to take care of this timing requirement for the required signals for the D-PHY
TX IP as shown in Figure 3.1.

© 2024 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice
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3.1. p2b

This module must be created to convert Pixel data into Byte data output according to configurations, such as TX
Interface, Data Type, number of TX Lanes, and others. Figure 3.2 shows an example of IP interface settings in Lattice
Radiant for the Pixel to Byte Submodule IP. Refer to Pixel-to-Byte Converter IP Core User Guide (FPGA-IPUG-02094) for
details.

Module/IP Block Wizard x

Configure Component from IP pixel2byte Version 1.6.0
Set the following parameters to configure this component.

Diagram p2b Configure IP
*  Property Value
~ General
Data Type RGB888
p2b ~ Pixel Interface
. Number of Input Pixel Lanes 1
—byte_clk_i
) byte_data_o[31:0]pm= = Byte Interface
—|c2d_ready_i byte_en_o— TX Interface DSl
—de_i S DSI Mode Non-Burst Events
data_type_o[5:0]p=
— hsync i Number of TX Lanes 4
. . hsync_end_oj— TX Gear 8
—pix_clk_i
. ] hsync_start of— + Miscellaneous
= plx_data0_|[23.0] txfr req of— Enable miscellaneous status signals [
—rst_n_i S
. vsync_end_o—
—{txfr en_i
] vsync_start_o—
—vsync_I
pixel2byte
] r No DRC issues are found.

Generate Cancel
Figure 3.2. p2b IP Creation in the Lattice Radiant Software

The following shows the guidelines and parameter settings required for this reference design:
e TXlInterface — Select DSI or CSI-2. Set the same type as TX D-PHY IP.

e Data Type — Select RGB888 or RGB666 for DSI and RGB888, RAW8, RAW10, or RAW12 for CSI-2. Others are not
supported in this reference design.

e Number of TX Lanes — Select 1, 2, or 4. Set the same value as TX D-PHY IP.

e Number of Input Pixel Lanes — Select 1, 2, 4, 6, 8, and 10 for input Pixel per clock. Number of Input Pixel Per Clock
6, 8, and 10 are only supported for CSI-2, RAW10, and RAW12.

e TX Gear —Select 8 or 16 (set according to the configuration).

e  Enable miscellaneous status signals — Select checkbox to enable (checked).

The Pixel-to-Byte Converter IP converts the standard pixel data format to the D-PHY CSI-2/DSI standard based byte data
stream. The .ipx file included in the project (p2b/p2b.ipx) can be used to reconfigure the IP as per the user configuration
requirements. If users are creating this IP from scratch, it is recommended to set the design name to p2b so that users
do not need to modify the instance name of this IP in the top-level design as well as in the simulation setup file. Otherwise,
users need to modify the names accordingly.
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3.2. tx_dphy

You must create this module according to the channel conditions, such as number of lanes, bandwidth, and others.
Figure 3.3 shows an example IP interface setting in Lattice Radiant for the CSI-2/DSI D-PHY Transmitter Submodule IP.
Refer to CSI-2/DSI D-PHY Tx IP Core User Guide (FPGA-IPUG-02080) for details.

Module/IP Block Wizard x

Configure Component from IP dphy_tx Version 1.9.2
Set the following parameters to configure this component.

Diagram tx_dphy Configure IP
General Protocol Timing Parameters
Property Value
= Transmitter
txidphy TX Interface Type DSl
D-PHY TXIP Soft D-PHY
] bytefor*pkt*datafenfl Number of TX Lanes 4
= byte_or_pkt_data_i[31:0]
—clk_hs_en_i byte_clk Bypass Packet Formatter
e ClK_o—
—d _hs_en_i - Enable LMMI Interface
c2d_ready o}—
-t i[s:o] Enable AXI4-Stream Interface
- clk_n_io—
— hsync_start_i ] ~ Protocol
—ip ren.i clk_p_io— EoTp Enable =
d’ dih ~ d_hs_rdy o— + Clock
— 1
pa_ap y’, d_n_io[3:0]m= Target TX Line Rate (Mbps per Lane) [160 - 1500] 300
—pll_clkop_i d_p_io[3:0]
K _p_io[3:0]p=
—pll_clkos_i
- Ip_rx_data_n_o—
—pll_lock_i Ip_r_data_p_o
—ref_clici T - D-PHY Clock Mode Continuous
i pll_lock_o—
—reset_n_i d
rea o—
—VCJ[l:O] V- Reference Clock Frequency (MHz) [24 - 200] 50
—vsync_start i ~ Initialization
B HINIT Count
= wc_i[15:0] ounter
dphy_tx
~ Miscellaneous
Enable Miscellaneous Status Signals [~ ]
-
L] ] No DRC issues are found

Generate Cancel

Figure 3.3. tx_dphy IP Creation in the Lattice Radiant Software

The following shows the guidelines and parameter settings required for this reference design:

TX Interface Type — Select DSI or CSI-2 (set according to the required configuration).
D-PHY TX IP — Select Soft D-PHY or Hard D-PHY (set according to the required configuration).
Number of TX Lanes — Select 1, 2, or 4 (set according to the required configuration).

TX Gear — Select 8 or 16 (set according to configuration). When the D-PHY TX IP is Soft D-PHY selected, then TX
Gear is 8. TX Gear 8 is also automatically selected by Lattice Radiant when the lane bandwidth is less than 1500
Mbps, which means TX byte clock could be ~187.5 MHz.

Interleaved Input Data — Select disabled (unchecked).

CIL Bypass — Select checkbox to enable (checked).

Bypass Packet Formatter — Select disabled (unchecked).

Enable Frame Number Increment in Packet Formatter — Select checkbox to enable (checked), only for CSI-2.

Frame Number MAX Value Increment in Packet Formatter [1 - 255] — Numerical value between 1 to 255, only for
CSI-2.

Enable Line Number Increment in Packet Formatter — Select checkbox to enable (checked), only for CSI-2.
EoTp Enable — Select checkbox to enable (checked) EoTp insertion, only for DSI. This option is not mandatory.
Enable LMMI Interface — Select disabled (unchecked).

www.latticesemi.com/legal


http://www.latticesemi.com/legal
http://www.latticesemi.com/view_document?document_id=52453

= LATTICE

e Enable AXI4-Stream Interface — Select disabled (unchecked).

e TXLine Rate per Lane (Mbps) [160 — 1500 (Soft D-PHY, 2500 (Hard D-PHY)] — Set according to the required
configuration.

e D-PHY Clock Mode — Set according to the required configuration.

e D-PHY PLL Mode - Select Internal for Hard D-PHY IP (due to limitation of external PLL frequency) or Select External
for Soft D-PHY IP.

e Reference Clock Frequency (MHz) [24 — 200] — Set the same value as pixel clock frequency.

e tINIT Counter — For Soft DPHY, select disabled (unchecked). For Hard DPHY, select enabled (checked). The value
can be set to 100 bytes clock cycle.

e Enable Miscellaneous Status Signals — Select checkbox to enable (checked).

e  Protocol Timing Parameters tab — Default values are recommended (Change timing values if required).

This module takes the byte data and outputs DSI/CSI-2 data after serialization in DSI/CSI-2 High Speed mode. The .ipx
file included in the project (tx_dphy/tx_dphy.ipx) can be used to reconfigure the IP as per the user configuration
requirements. If users are creating this IP from scratch, it is recommended to set the design name to tx_dphy so that
users do not need to modify the instance name of this IP in the top-level design as well as simulation setup file.
Otherwise, users need to modify the names accordingly.
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3.3. int_pli

This module generates the required clkop for TX D-PHY module when Soft D-PHY IP is used. Figure 3.4 and Figure 3.5
show an example IP interface setting in Lattice Radiant for the PLL Submodule IP. Refer to PLL Module User Guide

(FPGA-IPUG-02063) for details.

12| Module/IP Block Wizard

Configure Component from Module pll Version 1.8.0
Set the following parameters to configure this component.

Diagram int_pll

Configure 1P
General Optional Ports
Property Value =

Configuration Mode Frequency

amete a argef imur er (Highe
Enable Fractional-N Divider
Enable Spread Spectrum Clock Generation
Enable User Feedback Clock
Enable Internal Path Switching

CLKI: Frequency (MHz) [18 - 800] 50

Enable Reference Clock Monitor

CLKFB: Feedback Mode INTCLKOP

CLKFB: FBK Divider Actual Value (Integel -128] 3
CLKOP: Bypass
CLKOP: Frequency Desired Value (MHz) [10 - 800] 150

LKOP: Divide

CLKOP Tolerance (%) 0.0

CLKOP: ERROR (PP

CLKOP: Enable Trim for CLKOP

CLKOS: Enable
CLKOS: Bypass
ALV, Famonsinme s Pacind Valion AALSY T23E 00N 450 hd
Calculate
No DRC issues are found.
Generate Cancel

Figure 3.4. int_pll IP Creation in the Lattice Radiant Software (1/2)

© 2024 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
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Module/IP Block Wizard X

Configure Component from Medule pll Version 1.8.0
Set the following parameters to configure this component.

Diagram int_pll Canfigure TP
General Optional Ports
Property Value S
CLKFB: Feedback Mode INTCLKOP

~ Primary Clock Output
CLKOP: Bypass
CLKOP: Frequency Desired Value (MHz) [10 - 800] 150

CLKOP Tolerance (%) 00

CLKOP: Enable Trim for CLKOP
= Secondary Clock Output
CLKOS: Enable [v]
CLKOS: Bypass
CLKOS: Frequency Desired Value (MHz) [6.25 - 800] 150

CLKOS Tolerance (%) 0.0

CLKOS: Static Phase Shift (Degrees) 90
CLKOS: Enable Trim for CLKOS

~ Secondary Clock Output (2)
CLKOS2: Enable

 Secondary Clock Output (3)
CLKOS3: Enable

= Secondary Clock Output (4)
CLKOS4: Enable

= Secondary Clock Output (5)
CLKOS5: Enable

Calculate

-
k] »__| No DRC issues are found.

Generate Cancel

Figure 3.5. int_pll IP Creation in the Lattice Radiant Software (2/2)

You need to modify the reference clock frequency and the clkop frequency as per the required configuration. For Soft
D-PHY TX IP, clkop frequency is half of the TX Line Rate per Lane. While for the Hard D-PHY TX IP, clkop frequency is the
same as the TX Line Rate per Lane. The frequency for clkos needs to be the same as clkop, but 90-degrees phase shifted
from clkop. As the Hard D-PHY TX IP has internal PLL support, only Soft D-PHY TX IP requires the external PLL to be
used. The .ipx file included in the project (int_pll/int_pll.ipx) can be used to reconfigure the IP per your configuration
requirements. If you create this IP from scratch, it is recommended to set the design name to int_pll so that you do not
need to modify the instance names of these IPs in the top-level design file. Otherwise, you need to modify the name
accordingly.
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4. Design and File Modifications

This reference design is based on version 1.6.0 of the Pixel2Byte IP and version 1.9.2 of the TX D-PHY IP. Some
modifications are required depending on user configuration in addition to two directive files (synthesis_directives.v and
simulation_directives.v).

© 2024 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
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5. Design Simulation

To simulate the design, perform the following steps:

1. Unzip the reference design zip file.

2. Open the reference design project file (parallel2mipi_NX.rdf) with the Lattice Radiant Software.

3. You need to modify simulation_directives.v according to your configuration. Refer to the Simulation Directives
section for details.
Click Tools > Simulation Wizard.

5. To create a new spf file, define Project name and Project location. Click Next.

Simulation Wizard X
Simulator Project Name and Stage
Enter name and directory for your simulation project. Choose simulator and the process stage you
wish to simulate. Available stages are automatically displayed.

Project

Project name: sim|

Project location: = C:/Users/harshad1/my_designs/raw16_m2p/20240417_P2M Browse...

Simulator
@ ModelSim

Process Stage
® RTL

< Back Next > Cancel

Figure 5.1. Simulation Wizard: Create Simulation Project

6. Setthe simulation Top module as parallel2mipi_NX_tb and click Next.

© 2024 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
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| 121 Simulation Wizard X
Parse HDL files for simulation
Parse HDL files for simulation.
Simuiation top parsing finished.
- Analyzing VHDL file 'C:/lscc 2023. ,qsam vhd' (VHDL-1481) 2
— Analyzing VHDL file C. g
- Analyzing VHDL file 'C: i 3 blLvhd' (VHDL-1481)
~ Analyzing VHDL file C: 12023
~ Analyzing VHDL file 'C: 2023 _ﬁd‘vhd' (VHDL-1481)
~ Analyzing VHDL file C:/lscc |_padi std.vhd
— Analyzing VHDL file 'C: 12023, vhd' (VHDL-1481)
- Analyzing VHDL file C: ¥ vhd
— Analyzing VHDL file 'C: 2023. _logic_textio.vhd' (VHDL-1481)
~ Analyzing VHDL file C: 1_logic_textio.vhd
- Analyzing VHDL file 'C:/lscc/radiant/2023.. Z/lsdwa/vhdlmiagvs/svn attr.vhd' (VHDL-1481)
~ Analyzing VHDL file C:/lscc/radiant/2023.2/ispfpga/vhdl_packages/syn_attr.vhd
- Analyzing VHDL file 'C: _misc.vhd' (VHDL-1481)
— Analyzing VHDL file c /lscejradiont/2023.2/1spfoa/vhd_packages/sm_misc.vhd
~ Analyzing VHDL file \_real.vhd' (VHDL-1481)
- Analyzing VHDL file 'C: 2023.2]i |_lang_vitype.vhd' (VHDL-1481)
~ Analyzing VHDL file C {_lang_vitype.vhd
~ Analyzing VHDL file 'C: arit.vhd' (VHDL-1481)
- Analyzing VHDL file C: aritvhd
— Analyzing VHOL file 'C: 12023. sgm/hd‘ (VHDL-1481)
~ Analyzing VHDL file C.
-~ Analyzing VHDL file 'C:lscc/radiant/ 2023.2/ispfpga/vh_packages/syn_ unsl vhd' (VHDL-1481)
Analyzing VHDL file C: _uns,
Analyzing VHDL file 'C:/lscc 2023, vhd' (vm 1481)
Analyzing VHDL file C: vhd
Analyzing Verilog file 'C: 2/cae_t Vv (VERI-1482)
Analyzing VHDL file 'C: 2023.2/cae_l vhd' (VHDL-1481)
Analyzing VHDL file C: iant/2023.2/cae._|
Analyzing Verilog file ‘C: Jmy_ ;7 s_directives.v’ (VERI-1482)
Analyzing Verilog file 'C: . m2p/ 20240417 LNX.v' (VERI-1482)
Analyzing Verilog file 'C: IUsevslhashadl/mv designs/raw16_m2p/20240417_P2M/int wmr.m _pllv* (VERI-1482)
~ Analyzing Verilog file 'C: 7.8
- Analyzing Verito file ‘C:/Usersfharshad1/my_designs{raw16_m2p/20240417_ PZMIIx_dphy/rtllb(_dphy V' (VERI-1482)
~ Analyzing Verilog file 'C: X 7] \_directives.v’ (VERI-1482)
— Analyzing Verilog file 'C: m2p/20240417 LNX_tb.sv' (VERI-1482)
Hdl files parsing messages are saved at: C;, )_M2p/20240417_§ i log .

Simulation Top Module:  parallel2mipi_NX_tb

Figure 5.2. Simulation Wizard: Select Simulation Top Module

7. Select the configuration as shown in the following diagram and click Finish.

Simulation Wizard

Summary

Simulator : MedelSim
Project Name : sim

Project Location : C:/Users/harshad1/my_designs/raw16_m2p/20240417_P2M

Simulation Stage : RTL

Simulation Files :

C:/Users/harshad1/my_designs/raw16_m2p/20240417_P2M/source/verilog/lifcl/synthesis_directives.y
C:/Users/harshad1/my_designs/raw16_m2p/20240417_P2M/source/verilog/lifcl/parallel2mipi_NX.v
C:/Users/harshad1/my_designs/raw16_m2p/20240417_P2M/int_pll/rtlfint_pll.v
C:/Users/harshad1/my_designs/raw16_m2p/20240417_P2M/p2b/rtl/p2b.v
C/Usersfharshad1/my_designs/raw16_m2p/20240417_P2M/tx_dphy/rtl/tx_dphy.v
C/Users/harshad1/my_designs/raw16_m2p/20240417_P2M/testbench/verilog/simulation_directives.v
C:/Users/harshad1/my_designs/raw16_m2p/20240417_P2M/testbench/verilog/parallel2mipi_NX_tb.sv

Simulation Libraries :
pmi_work
lifel

Simulation Top Module :
parallel2mipi_NX_tb

Run simulator
B Run simulation
Default Run 0.000 ns = (0means run-all’)

Resolution  default ~

Add top-level signals to waveform display

< Back Finish Cancel

Figure 5.3. Simulation Wizard: Summary Page

The test-bench parallel2mipi_tb.v instantiates the top level design module, generates the stimulus video data and does
the data comparison between the expected data and output data from the RD, including Frame Number, EoT Packet

© 2024 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
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check, CRC check, EoTp (Long Packet and Short Packet), ECC, and timing parameters of TX D-PHY. It shows the following
statements while running the simulation.

# 0

# 0 D-PHY Type = DSI

# 0 Data Type = RGB888

# 0 No of TX LANE = 4

# 0 No of PIX/CLK = 1

# 0 TX Gear =8

# 0 Clock Mode = HS ONLY

# 0 D-PHY IP = LATTICE

# 0

# 0 TEST START

# 0 Num of Frames : 3

# 0 Num of Lines per Frame : 3

# 0

# 525 test hsync front porch : 480
# 525 test hsync width : 288
# 525 test hsync back porch : 672
# 525 test h width : 1920
# 525 test v _height : 3

# 525 test vsync front porch : 1

# 525 test vsync width 3 3

# 525 test vsync back porch : 36
# 525 test number of bytes : 5760
#

# 1008359 FRAME #1 START

# 1060322 LINE #1 Transmitted

# 1088318 LINE #2 Transmitted

# 1116313 LINE #3 Transmitted

# 1148337 FRAME #1 END

#

#

# 1232324 FRAME #2 START

# 2264129 LINE #1 Transmitted

# 2292125 LINE #2 Transmitted

# 2320120 LINE #3 Transmitted

# 2352144 FRAME #2 END

#

#

# 2436131 FRAME #3 START

# 3467937 LINE #1 Transmitted

# 3495932 LINE #2 Transmitted

# 3523928 LINE #3 Transmitted

# 3555952 FRAME #3 END

When the simulation is finished, the following statements are displayed

# 3640032  ———c——oosoosoosoosoosoosoosoesoesoe s os s s e=
# 3640032 #4#### DATA COMPIRING IS STARTED #####
# 3640032  ———c——oosoosoosoosoosoosoosoesoesoe s os s s e=
# 3640032 ***PASS : EOT PACKET CHECK***
# 3640032 ***PASS : SYNC CHECK
# 3640032 HEPASS 8 ICC
# 3640032 ***PASS : FRAME NO
# 3640032 ***PASS : EoTp PACKET CHECK AFTER LP***
# 3640032 ***PASS : EoTp PACKET CHECK AFTER SP***
# 3640032 ***PASS : TIMING PARAMETERS***
# 3640032 HEVRPASS g8 CRCHwS
# 3640032 Test fail count : O
#
© 2024 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
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# 3640032 s
# 3640032 ————————————————— STMULATION PASSED —————————————————
# 3640032 s

The test-bench generates other debug files during simulation like, input_data.log, output_data.log and
dphy_checker_timing.log for debugging purpose. The input_data.log file stores the data transmitted by the test-bench.
The output_data.log file stores the data received to the test-bench. The testbench compares both of these files. The
dphy_checker_timing.log file stores all the timing parameters (such as LP-11, TLPX, HS-prepare, HS-0, and HS-Trail) and
gives error if any timing parameter fails. The same file also saves timing of Header Packet received and Header Packet
values like DT, VC, WC, and ECC.

Figure 5.5 shows the simulation waveform of the full view of three lines and three frames for the DSI: RGB888
interface. Figure 5.7 shows the simulation waveform of the full view of three lines and three frames for the DSI:
RGB666 interface.

Calculation for DSI - RGB888:
1920x1080p@60OHz, 4-lane, 8 Gears, 1 Pixel Lane, Continuous Mode

Total Horizontal Samples = 2200 Refer to MIPI D-PHY Bandwidth Matrix and

Total Vertical Lines = 1125 Implementation Table 2.1. Common Video Format.
Pixel Clock Frequency Input this frequency at reference clock in your
PCF = 2200 x 1125 x 60 = 148.5 MHz int pll & tx dphy.

Bandwidth (Total Data Rate)

B = 148.5 MHz x 24-bit - 3.564 Gbps RGBBBE uses 24 bits.

Input this tx line rate at tx dphy. Maximum TX
bandwidth is 2.5 Gbps/lane using D-PHY Hard IP &
1.5 Gbps/lane using D-PHY Soft IP.

Line Rate (Data Rate per Lane)
LR = 3.564 Gbps/4-lane = 891 Mbps

MIPI Bit Clock Frequency Input this frequency at primary clock output in
MBCF = 891/2 = 445.5 MHz your int pll.

For DSI Simulation, Eopt enable (tx_dphy) is needed to be enabled.

Figure 5.4. Calculation for DSI: RGB888

Figure 5.5. Simulation Waveform for DSI: RGB888
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Calculation for DSI - RGB666:
1920x1080p@60OHz, 4-lane, 8 Gears, 1 Pixel Lane, Continuous Mode

Total Horizontal Samples = 2200 Refer to MIPI D-PHY Bandwidth Matrix and

Total Vertical Lines = 1125 Implementation Table 2.1. Common Video Format.
Pixel Clock Frequency Input this frequency at reference clock in your
PCF 2200 x 1125 x 60 = 148.5 MHz int pll & tx dphy.

Bandwidth (Total Data Rate)

B = 148.5 MHz x 18-bit = 2.673 Gbps RGB666 uses 18 bits.

Input this tx line rate at tx dphy. Maximum TX
bandwidth is 2.5 Gbps/lane using D-PHY Hard IP &
1.5 Gbps/lane using D-PHY Soft IP.

Line Rate (Data Rate per Lane)
LR = 2.673 Gbps/4-lane = 668.25 Mbps

MIPI Bit Clock Frequency Input this frequency at primary clock output in
MBCF = 668.25/2 = 334.125 MHz your int pll.

For DSI Simulation, Eopt enable (tx_dphy) is needed to be enabled.

Figure 5.6. Calculation for DSI: RGB666

£ fparallel2mipi_Nx_tb fdut/pix_dk_i
“ paraliel2mipi_NX_tb/reset_n
£ fporaleiamp N thfdutivsymc.i
£ jparallel2mipi_NX_tb /duthsync_i
£ fparalelomip_10(_thdutide i

mEmEescs | T e [ [ T T T oas

RIS IR NI R NN ENEE SN O O O e e | OO OO OO GO OO 00
SRIEESINEESENEE (SIS EaEIEENENE N OO OO0 OO OO OO OO s OO O 00O oo OO OO GO0 EE000
N N O O s O (A A A I AN AN E AN (S (O N (N

3% paralilZmipi_NX_th/dutid_n_jo
4 paralielzmipi_NX_th/dutjrsync_start
4 fperalielzmipi_NX_tb/dutfrsync_end [
4 [parallel2mip_NX_th dutjhsync_start |

4 [parallel2mipi_NX_tb/dutjbyte_data_en_ad

. paralielzmipi_NX_th/Gutjbyte_data_en_5d
O [paralieomipi_1X_th/dutfbyte_data_1d
- fparaliclamp_NX_tb/dutjbyte_data_2d
B4 jparallelamp_NX_th/Gutjbyte_data_3d
B4 fparaliel2mipi_NX_th/dutjbyte_data_dd
B fparaliclZmp_NX_tbGutjbyte_data_Sd

Figure 5.7. Simulation Waveform for DSI: RGB666

Figure 5.9 shows the simulation waveform of the full view of three lines and three frames for the CSI-2: RAW10
interface. Figure 5.11 shows the simulation waveform of the full view of three lines and three frames for the
CSI-2: RAW12 interface. The waveform shows all the top level /0O and few other signals.
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Calculation for CSI - 2: RAW1@
1920x1080p@60OHz, 4-lane, 8 Gears, 1 Pixel Lane, Continuous Mode

Total Horizontal Samples = 2200 Refer to MIPI D-PHY Bandwidth Matrix and

Total Vertical Lines = 1125 Implementation Table 2.1. Common Video Format.
Pixel Clock Frequency Input this frequency at reference clock in your
PCF = 2200 x 1125 x 60 = 148.5 MHz int pll & tx dphy.

Bandwidth (Total Data Rate)

RAW10 10 bits.
B = 148.5 MHz x 10-bit = 1.485 Gbps uses 10 bits

. I t thi tx 11 t hy. Maxi TX
Line Rate (Data Rate per Lane) npu .t 1s' x line rate at dep vy aximum
bandwidth is 2.5 Gbps/lane using D-PHY Hard IP &
LR = 1.485 Gbps/4-lane = 371.25 Mbps )
1.5 Gbps/lane using D-PHY Soft IP.
MIPI Bit Clock Frequency Input this frequency at primary clock output in
MBCF = 371.25/2 = 185.625 MHz your int pll.

For CSI-2 Simulation, configure the following parameters in tx_dphy.

Enable Frame Number Increment in Packet Enabled
Frame Number MAX Value Increment in Packet Formatter 255
Enable Line Number Increment in Packet Formatter Enabled

Figure 5.8. Calculation for CSI-2: RAW10

4 fparalelzmpi_N0_tofpix_ck 3
4 fparalelzmip_NX_thjreset

. fparalel2mipi_NX_tbjfv_end
4 [paralielomipi_X_tbju_start
. fparaleldnipi_NY_thjv_end
“ fparalelzmpi_NX_tb/oxf_rea

- _fperalelzmip_\X_tofpx_dota7 |

Figure 5.9. Simulation Waveform for CSI-2: RAW10
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Calculation for CSI - 2: RAW12
1920x1080p@6OHz, 4-lane, 8 Gears, 1 Pixel Lane, Continuous Mode

Total Horizontal Samples = 2200 Refer to MIPI D-PHY Bandwidth Matrix and

Total Vertical Lines = 1125 Implementation Table 2.1. Common Video Format.
Pixel Clock Frequency Input this frequency at reference clock in your
PCF = 2200 x 1125 x 60 = 148.5 MHz int pll & tx dphy.

Bandwidth (Total Data Rate)

B = 148.5 MHz x 12-bit = 1.782 Gbps RAWLZ uses 12 bits.

Input this tx line rate at tx dphy. Maximum TX
bandwidth is 2.5 Gbps/lane using D-PHY Hard IP &
1.5 Gbps/lane using D-PHY Soft IP.

Line Rate (Data Rate per Lane)
LR = 1.782 Gbps/4-lane = 445.5 Mbps

MIPI Bit Clock Frequency Input this frequency at primary clock output in
MBCF = 445.5/2 = 222.750 MHz your int pll.

For CSI-2 Simulation, configure the following parameters in tx_dphy.

Enable Frame Number Increment in Packet Enabled
Frame Number MAX Value Increment in Packet Formatter 255
Enable Line Number Increment in Packet Formatter Enabled

Figure 5.10. Calculation for CSI-2: RAW12

4 fparallel2mipi_NX_th/pix_ck i
4 foarallel2mipi_NX_th reset_n
4 foarallel2mipi_NX_th/fu_i
4 foarallel2mipi_NX_thv_i
4 fparallel2mipi_NX_th/dvalid_i

4 fparallel2mipi_NX_th/fv_end
4 fparallel2mipi_NX_th/lv_start
4 fparalllzmipi_NX_th/lv_end
4 fparallel2mipi_NX_th/txfr_req
4 fparallel2mipi_NX_th/byte_en
B4 fparallel2mipi_NX_th byte_data

4 Jparallelmipi_NX_th/byte_ck
4 Jparallelmipi_NX_th/byte_en

B-#  foorallelmipi_NX_tb/data_type
B-#  fporalleldmipi_NX_tbpix_dated i
B-#  fperalledmipi_NX_tb pix_date8 i
B-#  fporalleldmipi_NX_tbpix_data? i

Figure 5.11. Simulation Waveform for CSI-2: RAW12

The simulation waveform can be accessed by opening the vsim.wilf file in the Modelsim from the simulation directory.
More signals of a module can be added to the waveform as required.
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6. Known Limitations

The following are the limitations of this reference design:
e  Only following data types are supported for MIPI DSI interface: RGB888, RGB666
e  Only following data types are supported for MIPI CSI-2 interface: RGB888, RAWS, RAW10, and RAW12
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7. Design Package and Project Setup

The Parallel to MIPI with CrossLink-NX Reference Design is available on www.latticesemi.com. Figure 7.1 shows the
directory structure. The design is targeted for LIFCL-40-7BG400I. synthesis_directives.v and simulation_directives.v are
set to configure the design with following configuration:

e RX:DSI, RGB888 parallel data with 1 pixel/clock

e TX:4-lanes, Gear 8 with Soft D-PHY in continuous clock mode

Users can modify the directives for their own configuration.

constraints
d Created by Lattice Radiant
0Cs
impl 1
int pll Created by Lattice Radiant
p2b (Mot necessary if PLLis not
in use)

simulation

lifcl Created by Lattice Radiant
source

verilog

lifcl

testbench

verilog
tx_dphy

Figure 7.1. Directory Structure

Figure 7.2 shows the design files used in the Lattice Radiant project. Including PLL, Lattice Radiant creates three .ipx
files. By specifying parallel2mipi_NX as a top-level design, all unnecessary files are ignored. Constraint file
(parallel2mipi_NX.pdc) is also included in the project for reference. Users can modify it according to their own
configuration.

- aralleldmip WX
parallzlZmipi_
¥ LIFCL-40-TEG4001

i Strategies

Own Project MName

Area
Tirnirg
‘7| Strategyl
* % impl_1 [Lattice LSE)
- Input Files
sourcefverilog/lifcl/synthesis_directivesw
- source/veriloa/lifcl/parallel2mips NXLv
b @ ant_pllfint_pllipx
| p2b/pZbipx Exclude fraom
Implementation if

W bx_dphy/tx_dphy.ipx
PLL iz notinuse

Pre-5ynthesis Constraint Files
- F'cs.1-5:,'n!hﬂ.i1. Constraint Files
constraints/parallel2 mipi_NX.pdc
Debug Files
scnpt Files
Analysis Files

Programming Files

Figure 7.2. Project Files
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8. Resource Utilization

Resource utilization depends on the configuration used. Table 8.1 shows resource utilization examples under certain
configurations targeting LIFCL-40. This is just a reference and actual usage varies.

Table 8.1. Resource Utilization Examples

Configuration LUT % FF % EBR 1/0
4-lane, Gear 16, Hard D-PHY, DSI, RGB888, 4 Pixels/clock 19 4 6 102
1-lane, Gear 8, Soft D-PHY, DSI, RGB888, 1 Pixels/clock 4 2 1 34
4-lane, Gear 16, Hard D-PHY, CSI-2, RAW12, 10 Pixels/clock 5 3 8 126
1-lane, Gear 8, Hard D-PHY, CSI-2, RAWS, 1 Pixels/clock 1 1 13
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Technical Support Assistance

Submit a technical support case through www.latticesemi.com/techsupport.

For frequently asked questions, refer to the Lattice Answer Database at
www.latticesemi.com/en/Support/AnswerDatabase.
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